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Preface

On December 22, 1998 we celebrated the centenary of Vladimir Alek-
sandrovich Fock, one of the greatest theoretical physicists of the XX-th
century. V.A. Fock (22.12.1898-27.12.1974) was born in St. Petersburg.
His father A.A. Fock was a silviculture researcher and later became an
inspector of forests of the South of Russia. During all his life V.A. Fock
was strongly connected with St. Petersburg. This was a dramatic period
of Russian history — World War I, revolution, civil war, totalitarian
regime, World War II. He suffered many calamities shared with the na-
tion. He served as an artillery officer on the fronts of World War I, passed
through the extreme difficulties of devastation after the war and revo-
lution and did not escape (fortunately, short) arrests during the 1930s.
V.A. Fock was not afraid to advocate for his illegally arrested colleagues
and actively confronted the ideological attacks on physics at the Soviet
time.

In 1916 V.A. Fock finished the real school and entered the department
of physics and mathematics of the Petrograd University, but soon joined
the army as a volunteer and after a snap artillery course was sent to
the front. In 1918 after demobilization he resumed his studies at the
University.

In 1919 a new State Optical Institute was organized in Petrograd, and
its founder Professor D.S. Rozhdestvensky formed a group of talented
students. A special support was awarded to help them overcome the
difficulties caused by the revolution and civil war. V.A. Fock belonged
to this famous student group.

Upon graduation from the University V.A. Fock was already the au-
thor of two scientific publications — one on old quantum mechanics and
the other on mathematical physics. Fock’s talent was noticed by the
teachers and he was kept at the University to prepare for professorship.
From now on his scientific and teaching activity was mostly connected
with the University. He also collaborated with State Optical Institute,
Physico-Mathematical Institute of the Academy of Sciences (later split
into the Lebedev Physical Institute and the Steklov Mathematical In-
stitute), Physico-Technical Institute of the Academy of Sciences (later
the Ioffe Institute), Institute of Physical Problems of the Academy of
Sciences and some other scientific institutes.

Fock started to work on quantum theory in the spring of 1926 just af-
ter the appearance of the first two Schrédinger’s papers and in that same
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viii Preface

year he published his own two papers on this subject (see [ 26-1, 2]). They
attracted attention and in 1927 he received the Rockefeller grant for one
year’s work in Gottingen and Paris. His scientific results of this period
(see [28-1, 2, 3, 4]) placed him at once in the rank of the most active the-
orists of the world. The outstanding scientific achievements of V.A. Fock
led to his election to the USSR Academy of Sciences as a corresponding
member in 1932 and as an academician in 1939. He was awarded the
highest scientific domestic prizes. The works by V.A. Fock on a wide
range of problems in theoretical physics — quantum mechanics, quan-
tum field theory, general relativity and mathematical physics (especially
the diffraction theory), etc. — deeply influenced the modern develop-
ment of theoretical and mathematical physics. They received worldwide
recognition. Sometimes his views differed from the conventional ones.
Thus, he argued with deep physical reasons for the term “theory of
gravitation” instead of “general relativity.” Many results and methods
developed by him now carry his name, among them such fundamental
ones as the Fock space, the Fock method in the second quantization the-
ories, the Fock proper time method, the Hartree—Fock method, the Fock
symmetry of the hydrogen atom, etc. In his works on theoretical physics
not only had he skillfully applied the advanced analytical and algebraic
methods but systematically created new mathematical tools when the
existing approaches were not sufficient. His studies emphasized the fun-
damental significance of modern mathematical methods for theoretical
physics, a fact that became especially important in our time.

In this volume the basic works by Fock on quantum mechanics and
quantum field theory are published in English for the first time. A
considerable part of them (including those written in co-authorship with
M. Born, P.A.M. Dirac, P. Jordan, G. Krutkov, N. Krylov, M. Petrashen,
B. Podolsky, M. Veselov) appeared originally in Russian, German or
French. A wide range of problems and a variety of profound results
obtained by V.A. Fock and published in this volume can hardly be listed
in these introductory notes. A special study would be needed for the full
description of his work and a short preface cannot substitute for it.

Thus without going into the detailed characteristics we shall specify
only some cycles of his investigations and some separate papers. We
believe that the reader will be delighted with the logic and clarity of
the original works by Fock, just as the editors were while preparing this
edition.

In his first papers on quantum mechanics [26-1, 2] Fock introduces
the concept of gauge invariance for the electromagnetic field, which he
called “gradient invariance,” and, he also presents the relativistic gener-
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Preface ix

alization of the Shrodinger equation (the Klein—Fock—Gordon equation)
that he obtained independently and simultaneously with O. Klein and
earlier than W. Gordon. In a series of works [29-3, 4] on the geometriza-
tion of the Dirac equation Fock gives the uniform geometrical formula-
tion of gravitational and electromagnetic fields in terms of the general
connection defined not only on the space—time, but also on the internal
space (in modern terms). In the most direct way these results are con-
nected with modern investigations on Yang-Mills fields and unification
of interactions.

Many of Fock’s works [30-2, 3; 33-2; 34-1, 2; 40-1, 2] are devoted to
approximation methods for many-body systems based on the coherent
treatment of the permutational symmetry, i.e., the Pauli principle. Let
us specifically mention the pioneer publication [35-1], where Fock was
the first to explain the accidental degeneracy in the hydrogen atom by
the symmetry group of rotations in 4-space. Since then the dynamical
symmetry approach was extensively developed. In the work [47-1] an
important statement of the quantum theory of decay (the Fock—Krylov
theorem) was formulated and proved, which has become a cornerstone
for all the later studies on quantum theory of unstable elementary (fun-
damental) particles.

A large series of his works is devoted to quantum field theory [32-1,
2, 3, 4, 5; 34-3; 37-1]. In those works, Fock establishes the coherent
theory of second quantization introducing the Fock space, puts forward
the Fock method of functionals, introduces the multi-time formalism
of Dirac-Fock-Podolsky etc. The results of these fundamental works
not only allowed one to solve a number of important problems in quan-
tum electrodynamics and anticipated the approximation methods like
the Tamm-Dankov method, but also formed the basis for subsequent
works on quantum field theory including the super multi-time approach
of Tomonaga—Schwinger related to ideas of renormalizations. It is par-
ticularly necessary to emphasize the fundamental work [37-2] in which
Fock introduced an original method of proper time leading to a new
approach to the Dirac equation for the electron in the external electro-
magnetic field. This method played an essential role in J. Schwinger’s
study of Green’s functions in modern quantum electrodynamics.

The new space of states, now called the Fock space, had an extraordi-
nary fate. Being originally introduced for the sake of consistent analysis
of the second quantization method, it started a new independent life in
modern mathematics. The Fock space became a basic tool for studying
stochastic processes, various problems of functional analysis, as well as
in the representation theory of infinite dimensional algebras and groups.
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Besides theoretical physics, Fock also worked in pure mathematics.
For this edition we have chosen two such works most closely related to
quantum physics. In [29-1], published only one year after delta-functions
were introduced by Dirac, Fock obtained the rigorous mathematical
background for these objects unusual for classical analysis, and thus
preceded the further development of the theory of generalized functions.
In [43-1] Fock gave an original representation of an arbitrary function by
an integral involving Legendre’s functions with a complex index. Later,
this work entered the mathematical background of the well-known Regge
method.

As time goes on, the significance of works of classics of science — and
Fock is undoubtedly such a classic — becomes more and more obvious.
The fame of brilliant researchers of new particular effects, sometimes
recognized by contemporaries higher than that of classics, is perhaps
less lasting. This is not surprising, for in lapse of time more simple and
more general methods appear to deal with particular effects, while the
classical works lay in the very basis of the existing paradigms. Certainly,
when a paradigm changes (which happens not so often), new classics
appear. However, it does not belittle the greatness of the classics as to
who founded the previous paradigm. So the discovery of quantum theory
by no means diminished the greatness of the founders of classical physics.
If in the future the quantum theory is substituted for a new one, it by
no means will diminish the greatness of its founders, and in particular
that of Fock. His name will stay forever in the history of science.

As a real classic of science Fock was also interested in the philosoph-
ical concepts of new physics. In this volume we restricted ourselves to
only two of his papers on the subject [47-1, 57-1]. Fock fought against
the illiterate attacks of marxist ideologists on quantum mechanics and
relativity. His philosophical activity helped to avoid in physics a pogrom
of the kind suffered by Soviet biology.

The works by Fock were translated into English and prepared for this
edition by A.K. Belyaev, A.A. Bolokhov, Yu.N. Demkov, Yu.Yu. Dmitri-
ev, V.V. Fock, A.G. Izergin, V.D. Lyakhovsky, Yu.V. Novozhilov, Yu.M.
Pis’'mak, A.G. Pronko, E.D. Trifonov, A.V. Tulub, and V.V. Vechernin.
Most of them knew V.A. Fock, worked with him and were affected by
his outstanding personality. They render homage to the memory of their
great teacher.

Often together with the Russion version Fock published its variant in
one of the European languages, mainly in German. We give references
to all variants. Papers are in chronological order and are enumerated
by double numbers. The first number indicates the year of first publi-
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cation. To distinguish papers published the same year we enumerated
them by the second number. Hence the reference [34-2] means the second
paper in this issue originally published in 1934. In 1957 the collected
papers by Fock on quantum field theory were published by Leningrad
University Press in V.A. Fock, Raboty po Kvantovoi Teorii Polya, Iz-
datel’stvo Leningradskogo Universiteta, 1957. The articles for the book
were revised by the author. In the present edition papers taken from
that collection are shown with an asterisk.

The editors are grateful to A.G. Pronko who has taken on the burden
of the IATEX processing of the volume.

We believe that the publication of classical works by V.A. Fock will
be of interest for those who study theoretical physics and its history.

L.D. Faddeev, L.A. Khalfin, and I.V. Komarov
St. Petersburg
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The following abbreviations are used
for the titles of Russian editions:

TOI — Trudy Gosudarstvennogo Opticheskogo Instituta
(Petrograd-Leningrad)

JRPKhO — Journal Russkogo Fiziko-Khemicheskogo
Obshchestva, chast’ fizicheskaja

JETP — Journal Eksperimentalnoi i Teoreticheskoi Fiziki
DAN — Doklady Akademii Nauk SSSR

Izv. AN — Izvestija Akademii Nauk SSSR,
serija fizicheskaja

UFN — Uspekhi Fizicheskikh Nauk

Vestnik LGU —  Vestnik Leningradskogo Gosudarstvennogo Universiteta,
serija fizicheskaja

UZ LGU — Ucheniye Zapiski Leningradskogo Gosudarstvennogo
Universiteta, serija fizicheskikh nauk

OS — Optika i Spektroskopija

Fock57 — V.A. Fock, Raboty po Kvantovoi Teorii Polya. Izdatel’stvo
Leningradskogo Universiteta, Leningrad, 1957
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23-1
On Rayleigh’s Pendulum

G. KrRuTKOVv AND V. Fock

Petrograd

Received 12 December 1922

Zs. Phys. 13, 195, 1923

The importance of Ehrenfest’s “Adiabatic Hypothesis” for the present
and future of the quantum theory makes very desirable an exact exam-
ination of its purely mechanical meaning. Some years ago one of the
authors' found a general method to look for the adiabatic invariants,
whereas the other author? investigated the case of a degenerated, condi-
tionally periodic system which had not been considered in the first paper
(see also the paper by Burgers®). An objection which can be attributed
to this theory is that in the course of calculations at some point a sim-
plifying assumption was made in the integrated differential equations,
namely that its right-hand side is subject to an averaging process; to
explain this approximation, arguments connected with the slowness of
changes of the system parameters were used. This shortcoming makes
it difficult to use the ordinary methods and to check the adiabatic in-
variance of several quantities. Therefore it seems reasonable to consider
a very simple example which we can integrate without any additional
assumptions and only then use the slowness of parameter changes.

As such an example we chose the Rayleigh pendulum, which is “clas-
sic” for the “adiabatic hypothesis,” i.e., a pendulum the length of which
is changing continuously but the equilibrium point remains fixed. As is
well known the adiabatic invariant here is the quantity

v=—,
v

the relation of the energy of the pendulum to the frequency. This

1G. Krutkow, Verslag Akad. Amsterdam 27, 908, 1918 = Proc. Amsterdam 21,
1112; Verslag 29, 693, 1920 = Proc. 23, 826; TOI 2, N12, 1-89, 1921.

2V. Fock, TOI 3, N16, 1-20, 1923.

3J.M. Burgers, Ann. Phys. 52, 195, 1917.
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2 G. Krutkov and V. Fock

quantity can be also written in the form of the action integral

tU-'rT
/ 2T dt or %p dq .

to

One can propose at least four different methods to prove the adiabatic
invariance of v:

1. The calculations of Lord Rayleigh. The already-mentioned aver-
aging is performed here, also.*

2. and 3. The general proofs of the adiabatic invariance of the “phase
integral” and the above mentioned general theory prove the v-invariance
as a special case.?*® Here in the course of calculations we neglected some
terms, too; and finally

4. The variational principle

to+T7
5 / 2T dt =0,

to

which is already less sensitive to our objection.” The following consider-
ations give the fifth proof. It is more complicated than all the previous
ones but does not contain their defects. Moreover, we hope that in the
course of the proof we shall be able to find how the adiabatic invariants
behave during the transitions through the instants of the degeneration
of states.

4Lord Rayleigh, Papers 8, 41. See also H. Poincaré, Cosmogonic Hypothesis, p. 87
(in French) and A. Sommerfeld, Atomic Structure and Spectral Lines, 3d edition,
p.- 376 (in German). (Authors)

5J.M. Burgers, l.c., A. Sommerfeld, l.c. 718.

6G. Krutkow, l.c. p. 913 (corr. p. 1117).

"P. Ehrenfest, Ann. Phys. 51, 346, 1916. One of us learnt from a private conver-

sation with Professor Ehrenfest that the proof needed an improvement: the formula

oL d 0L
(i) on p. 347 should be replaced by a more general one A = {— - — —
Oa dt 0a],—g

in which the second term generally does not vanish. However the second term is a
complete derivative and therefore vanishes after integration over the period so the
former result is still valid. (Authors)
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23-1 On Rayleigh’s pendulum 3

1 The General Method. Establishing
the Differential Equations of the Problem

A system has f degrees of freedom. Its Hamilton function® depends on
the (generalized) coordinates g, momenta p,, and on parameter a

H=H(q,....q¢,p1,..-,Pf;0). (a)
In the Hamilton differential equations

9H . 9H
oq," T~ op,

pr:

we put a = const and integrate the resulting isoparametric problem, then
we obtain f integrals of motion

Hi=c,Hy=c,....,Hy=cy (c)
which are in involution. Then we solve them relative to p,
p'r:Kr(qlv'"7qf7C17"‘7Cf;a)7 (C)

and form the Jacobi characteristic function
V:/ZKT dq, (d)

which gives us another set of f integrals

oV ov ov

— = — =1y, ..., — =1

801 15 802 2 ) aCf I (6)
needed for complete solution. Here 97 = ¢t + 7 and 7,%,,...,9¢ are

considered as constants.

Now we turn from the variables p,., ¢, to the “elements” ¢, ¥,.. This is
the “contact (canonical) transformation” with the transformation func-
tion V(q1,...,q¢,¢1,...,cp;a). Now we remove the condition a = const;
a can be an arbitrary function of time ¢t. We come then to the rheopara-
metric problem. According to a known theorem the differential equations
for the “elements” remain canonical with the new Hamilton function

H-cﬁ—(%‘;a), (f)

8V.A. Fock avoided the use of the currently common word “Hamiltonian” saying
that it sounded to him like an Armenian name. (Editors)
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4 G. Krutkov and V. Fock

where the brackets mean that the derivative of V' should be expressed
through ¢,,¥,.. Thus the “rheoparametric equations’ are

L OH 9 (V.

T 09, o0, \oa ®

. OH 9 [(oV r=1,2,...,f
191_861_1+681<8a a) (82273,...7f>. (g)
g o _ 0 (V.

* 7 des ey 8aa

If f =1 and one puts @ = const, one obtains

o (OVN . . 0[OV . /

The next step, the averaging process, should not be performed.

Now we turn to the Rayleigh pendulum. We make a preliminary
condition that we stay in the region of small oscillations which is a re-
striction for the change of the pendulum length; actually by a large
enough shortening of the length we shall come to the non-small elonga-
tion angles. However this restriction is not essential because we shall
further assume that the velocity of the length decrease is small. For the
pendulum length \ we put

A=1—at, (1)

with a = const, i.e., we consider the case of a constant velocity of the
parameter change.

If the mass of a heavy point is equal to 1, ¢ is the angle of elongation,
p = A% is the angular momentum and g is the gravity acceleration, then
we have the Hamilton function

1 1

If we put H = ¢, we have

P =2\2c — gA3p? 2)

d
Vz/pd(pzAi 20—gAg02+c\/Xsin1<p\/g)\; (3)
2 g 2¢

an

© 2004 by Chapman & Hall/CRC



23-1 On Rayleigh’s pendulum 5

\/K .1 g

— =4/— sin" /=,

g 2c
[2

Y = gf\Slnﬁ\/g

aV'\ .
N find | = | A
ow we fin <8)\)

I R e

The rheoparametric equations for our problem are

dc c 3¢ g
i <2A+2)\cos192\/:> (A)

dv 0, 3 g
V(L sinw2 /i) 41, (B
dt a(?)\+4«/g/\ sin ¢ \/:>+ » (B)

where for A one must substitute A =1 — « t.

and further

2 Integration of the Differential Equations (x)

Because equation (B) does not contain the variable ¢ it can be considered
separately. We put

2
L 2V v,

e

o (6)
¥9=—"tan 1y

2g

and then get a simple equation

dy 3
F—Sysley =0,
dx

i.e., the Ricatti differential equation. Now we put

1 du

y:a%7

© 2004 by Chapman & Hall/CRC



6 G. Krutkov and V. Fock

after that the differential equation will have the form:

d*>v 3 du
— = = — =0.
dz? 1z dx tu (xx)
Now we introduce the general Bessel functions with the k-index:
Zk:AJk(.’E)-i-BYk(:L‘), (7)
where A, B are constants. Then the general solution of (¥x) is

u=x? Zy(x),

and using the known formulas for Bessel functions,’

_ Zi(x)
Yy = ZQ(CC) 5

we have
9= 2L tan~t Z1(2) .
29 Zs(x)
As can be easily seen this expression for 9 does not contain both con-
stants A, B but only one, namely, their ratio.
If we put the value of ¥ into equation (A), we easily get:

logwe 3 Z3(x) — Z7(x) -0 (8)

dx Z3(x) + Z3 ()
or, using again the well-known formulas,

d logze  dlogx[Zi(x) 4+ Z5(x)]
de dx ’

and therefore
¢ = const [Z3(x) + Z3(x)]. (9)

3 Equation of Motion for the Angle ¢.
Its Integration

Before we go further we shall check the results obtained by establishing
the equation of motion for the deviation angle ¢ of the pendulum and
by integration of this equation.

9See, e.g., P. Schafheitlin, Die Theorie der Besselschen Funktionen, p. 123, for-
mulas 4(1) and 4(2). (Authors)
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23-1 On Rayleigh’s pendulum 7

(1)

Fig. 1

For the coordinates of the point 1 which remains in the (z,y)-plane and
keeps the distance | — n from point 2 (see Fig. 1) which in turn lies on
the y axis at a distance 7 from the origin, we have

x=(l-mn)sing, y=(-n) cosp+n

and consequently for the kinetic energy 7" and potential energy II

T — %[(l —n)%2¢% +2(1 — cos p)i® — 2(1 — 1) sinp - ¢ ,
(10)

II=—g(l—n)cosp—gn.
The equation of motion for ¢ is
(I—n)p—2¢n—sinp-ijt+gsinp =0. (11)
As before we restrict ourselves to small oscillations. Thus we have
=0, n=a, n=at (12)
and 7 = 0 at t = 0. Then the differential equation has the form
(l—at)p—2ap+gp=0. (11)
We introduce now a new independent variable

r=1/7t (13)

© 2004 by Chapman & Hall/CRC



8 G. Krutkov and V. Fock

and put
Q@
TE =0, (14)
lI-0om)p=y. (15)
A simple calculation gives
d?y

Returning to the old variables

2 2
xzi\/g\/XZ —v1—oT,
« o

we have

The solution, as one easily finds, is:
y=2z[A Ji(z) + B Yi(z)] =2 Z1(z).
For the angle ¢ it follows:

4

p=— Zi(2), (16)

and for the angular velocity ¢, using the known formulas for Bessel
functions, we have

. g 8
Y= T o3 22 Zs() . (17)
Now we form the expressions
A2 1 —at)? Ag l—at)g
7¢2:u¢2 and*SDQZQQOQ,

2 2 2 2

the sum of which by definition is the quantity ¢ (see (2)) which we can
consider as the energy of the pendulum:

e= 2 (Z) + B)), (18)

in complete accordance with formula (9).

© 2004 by Chapman & Hall/CRC



23-1 On Rayleigh’s pendulum 9

A simple calculation allows us to express the constants A and B
through the initial values of ¢y and @g:

[ 2 i 2
A:g o Yo <>—<P0\/7Y1 ()1,

o g o

Y 2 2
B:§ o= Ji|l =) —wo 2| =),

g o o

where one has to use the known formulal®

2
Yidk1— JpYp1=—.
T

4 The Adiabatic Invariance of v = ©
v

To prove the adiabatic invariance relative to v, we assume that the length
of the pendulum decreases slowly, i.e., a is small, whereas ¢ and z are
large; the latter assumption demands o7 < 1. We can now replace in

2 2

Zy(x) (k=1,2) the Ji(z) and Yy (x) and Jy, (), Y (), which enter
o o

formulas (19) for A and B, by their asymptotic expressions:

Jp(z) = @ sin (m B 2k4— 1)
Y (z) = \/Z cos (x_ 2/{4_ 1)

After some simple calculations we have:

201~ [onfLeos (2-2) - v (2-2)]

(20)
l 2 2
Zi(z) = 7 [gbo\/751n ( - x) + ¢ cos ( - z)}
2z g o o
and for c: 51 l
_ <449 g .2 2
€= "2 '%(g@o‘f"ﬁo) ; (21)

108chafheitlin, l.c., p. 124, formula 13(4). (Authors)
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10 G. Krutkov and V. Fock

1
or, if we denote §(l2¢(2) +1g92) by co:

260 ’
= —. 21
c=— (21)

According to the definition the vibrational number v is equal to

1 g 1 [g 2
— = —y/Z —. 22
2n\ |l — ot 2\ | ox (22)

vV =

The relation v is then equal to

B I
v:czzwc\/>=2m0\[co; (23)
v g g o

by that the adiabatic invariance relative to v is proven.

Petrograd,
Physical Institute of the University,
Summer 1922

Translated by Yu.N. Demkov
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On Schrodinger’s Wave Mechanics

V. Fock

Leningrad

5 June 1926

Zs. Phys. 38, 242, 1928

In his extremely important paper [1] E. Schrodinger proposed a wave
equation which is the basic equation of the “undulatorical” mechanics
and can be considered as a substitution to the Hamilton—Jacobi partial
differential equations (HJ) of the ordinary (classical) mechanics. The
wave equation was established on condition that the Lagrange function
contains no terms linear in velocities. Schrddinger writes (footnote on
p. 514 l.c.):

“In relativistic mechanics and in the case of a magnetic field
the expression of the (HJ) is more complicated. In the case
of a single electron this equation means the constancy of the
four-dimensional gradient diminished by a given vector (the
four-dimensional potential). The wave mechanical transla-
tion of this Ansatz meets some difficulties.”

In this paper we will try to remove some of these difficulties and to
find the corresponding wave equation for the more general case when the
Lagrange function contains the linear (in velocities) terms.

Our paper consists of two parts. In part I the wave equation is
formulated; part II contains examples of the Schrédinger quantization
method. Schrédinger has already obtained some of these results, but
only the results themselves; the calculations were not submitted.

Part 1

The Hamilton—Jacobi differential equation for a system with f degrees

of freedom is o oW
H|{q,— —=0. 1
(q 9q; ) o " M

© 2004 by Chapman & Hall/CRC



12 V. Fock

The left-hand side of this equation is a quadratic function of the deriva-
tives of the function of action W with respect to coordinates.®
We replace here

o
ow 3t
— by —-E=-E%-
ot Y I
ot )
2
oY
ow dq; .
by —FE=--% =12,...
6ql y aiw (Z ) ) 7f) )
ot
where E is the energy constant of the system. After multiplication by
0
c’%} we have the uniform quadratic function of the first derivatives

of 1 relative to the coordinates and time:

I J o o\’
ik
2.2 @ ¢ ar Z 0qz (8t> -G

k=11i=1

L\DM—*

To find the wave equation we consider the integral

J:/Qdet. (4)

Here by d$2 we denote the volume element of the multidimensional coor-
dinate space; in the case of a system with n mass-points with coordinates
Ti, Yi, %i, one can understand under df2 the product of the proper vol-
ume elements

dTi = da:,» dyi le

and then
dQ) =dm dry...dm,

The product dQ2dt is then not the volume element of the space—time
domain, where 2Q) is the square of the gradient of the function .

The integration over the coordinates should be extended over the
whole coordinate spaces and over an arbitrary time interval ¢35 >t > ;.

IThis is in classical mechanics. The relativistic mechanics of a single point-like
mass (at least without a magnetic field) allows the equation to be written in this
form; however it looks like the operations connected with the transformed equation
are not completely inarguable. (V. Fock)
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26-1 On Schrodinger’s wave mechanics 13

One can obtain the required wave equation by putting the first vari-
ation of the integral (functional) J equal to zero:

5/Qdet=O. (5)

Here we can postulate the vanishing of the variation d1 either at the
borders of the whole integration region or only at instants t; and ¢s.
The explicit presentation of the wave equation is rather bulky; we
will better consider other examples.
If one looks for periodic solutions and puts

=Ty = Ry (6)

one obtains for v an equation which does not contain time. The energy
FE enters here as a parameter and at least in the nonrelativistic mechan-
ics E enters linearly. In the special case of vanishing P equation (3)
coincides with that established by Schrodinger. If P? does not vanish,
the coefficients of the (time-independent) wave equation are complex.

The special energy values can be found using the uniqueness, finite-
ness and continuity conditions of the solutions.

For pure periodic solutions (6) one can put directly the expressions

in (2) equal to Then one has

9g;
¥ = const e~ #W (7)

which clarifies the meaning of the action function W as a phase of the
wave process.

Part II
1 The Kepler Motion in Magnetic Field

Let us consider a uniform magnetic field of strength H oriented along
the z-axis. The Lagrange function

71 .2 .9 .2 ﬁ - 672
Lme(:E +9 +z)+2c (zy y:v)+r (8)
and the (HJ) equation
1 , M, oW W
zm{(gfad e O e

© 2004 by Chapman & Hall/CRC



14 V. Fock

0272
4c2

ez oW
@)=+ G -0 o

+

are well known.
The quadratic form @ is

HE (20, 2 2

E? 9
@= 2m (grad v)” — 2me 4 Oox v oy ) Ot
2 EH2  , L] (0’

and the wave equation is

Sy e )

AY Ec\Y ozt ° Oy Ot
2 e?H? 0%

2m
Bl - B
E? [ * r  8mc?

(A is the Laplace operator). Introducing the function v,

Y=t
and denoting for brevity
eH h?
e Y (12)

we obtain for 11 the equation

2im o 0Py

Ay — 2 A2

¥ no <y o " Oy ) +
28 2 mW?, ,

Introducing the spherical coordinates and choosing a as a unit of length,

we have
A1+ 24wy % + [a + z_ w%r2sin192] P =0, (14)
® T

with the abbreviations

m
gwa = w1,

© 2004 by Chapman & Hall/CRC



26-1 On Schrodinger’s wave mechanics 15

If we neglect wi (weak magnetic field), the equation can be solved if we
look for 41 in the form (separation in spherical coordinates)

= € P o) 17 () 19

where P (cosd) are the “adjoint spherical functions.” Then for s(r)
we have the equation

d21/)2 9 1 9 2 =0 17
02 + (n+ )W—é—[ —l—(oz— TL1W1)7‘]¢2— ) ( )

the eigenvalues of which were already considered by Schroédinger. We
have then

dipy

r

1

a=2nw — —— - 18

N (e pp? 18)
For the shift of spectral lines, we get the value
w eH

Av=mny-— =nq- 19

vem 27 Y drme (19)

which agrees with the old quantum theory.

2 The Motion of an Electron in the Electrostatic Field of the
Nucleus and in the Magnetic Field of the Dipole which
Coincides with the Nucleus?

Solving this problem we meet the difficulty of a general nature, which
we cannot overcome here. The example is chosen just to draw attention
to the possibility of these difficulties.

Let the z-axis coincide with the direction of the dipole momentum of
the value M. The Lagrange function is

2

1 M
L:im(a'CQ—i-yQ-&-Z"Q)—eC?(xy—yﬂb)‘i‘e?» (20)

and the (HJ) equation in spherical coordinates after neglecting M? is

eM OW €2 ow

_ 2 - - =
5 (grad W)= + mer® 95 1 + ot 0. (21)
If we form the wave equation
2eM 0% 2m e\ 0%y
vt Ecr3 0t 0p  E? ( e ) ot? 0, (22)

2See [2] on the treatment of this problem according to the old quantization recipes.
(V. Fock)

© 2004 by Chapman & Hall/CRC



16 V. Fock

we see that the point r = 0 is an essentially singular point (the uncer-
tainty position) for all integrals. To understand this more clearly, let us
choose quantity a (12) as a unit of length

e Mm
= 23
=12 (23)
and, making the assumption about the form of
P =r" PM(cost) eiRttime (r), (24)
we reduce equation (22) to the ordinary differential equation
d’F  2n+2 dF 2 2n4f
—_—t— — - — F=0. 25
dr? r dr + (Oé+ 3 ) (25)

The essentially singular character of point » = 0 comes from the term
27116
r3
of a small correction® and by no means could be essentially important
for the solution. This difficulty is characteristic not only of the chosen
example, but occurs in all cases where we consider the approximate
presentation of forces; in the theory of the Schrédinger wave equation we
have to consider these forces not only in the region of electronic orbits,
but in the whole space. In a “natural” mechanical system (electrons
and nuclei) this difficulty would possibly arise. It is now not clear how
to overcome it. Probably we have to use different approximations of
forces in different regions of space and put some continuity conditions
for the wave function ¢ at the borders of these regions. Whether any
ambiguity in the evaluation of the eigenenergies could then be excluded
remains unclear. Anyway, the question touched upon here needs a deeper

investigation.

; from the physical point of view this term must play the role

3 The Relativistic Kepler Motion*

The (HJ) equation (cleared from the square roots) has the form

1 fow\? e\ oW e et
2 __
(grad W) 62(875) 72(m+£) ﬁ+2m7+w, (26)

3We have already neglected the squares of 3. (V. Fock)
4See footnote 2. (V. Fock)
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26-1 On Schrodinger’s wave mechanics 17

and the corresponding wave equation is

s E2 E\ e2 et ] 0%
We denote
1 e? a% 2
L 3(eE) BB,

(28)

We introduce the quantity a; as a unit of length and make the periodicity
assumption (6). Then the equation for ¢ will be

2
Ay + <Oz1 + -+ ) P =0. (29)
Separating the variables

Y =17 Ya(d, ) - F(r) (30)

n/:—;+\/<n+;+’y) (nJr;'y) (31)

(so that n' is not an integer) we obtain the differential equation for F

with

r%+2(n/+l)%+(2+a1T)F:0, (32)
i.e., again equation (17). Thus, we have
1
alz—m (p=12,...). (33)

Calculating the energy from (33) we obtain

E=me| 2P 4, (34)
(n" +p)* +72

which is the Sommerfeld formula, with the only difference being that the
quantum numbers are half-integers, as already mentioned by Schrédinger
on p. 372 l.c.

© 2004 by Chapman & Hall/CRC



18 V. Fock

4 The Stark Effect

Again we orient the direction of the electric uniform field with the
strength D along the z-axis. We introduce the parabolic coordinates

2 +ip =€+ m)?, (35)
use the notations
K2 2Fa a?
azw, O[:eT, EZD? (36)

and obtain a time-independent wave equation for )y :

0%y 0*py  10¢; 10y
oe2 T Teoe T

+ ( L, 1) OV o 4+ ?) — <€ — " )os = 0. (37)

e ) op?
Separating the variables
U1 =X(6) Y(n) (En)" ™ (38)

we obtain the equations for X and Y

X N 2n+1 dX
d&? 3 d§
d?Y 2n+1dY

+ —+@2-A+an’+en!) Y =0.
e ; dn( ne+en’)

+2+A+a? -ty X =0,
(39)

We introduce new variables z,y and new parameters A() | X2 4

2 , 2

2 = — _
§ Tl ==Y
. ) (40)
% = (v "a)? 1 _/\()_)\()
1(v/ " T 5
and obtain instead of (39):
d’X dX
(41)
d*Y dy
de—yz + (n+ l)yd—y + (A~ )Y =0.
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26-1 On Schrodinger’s wave mechanics 19

Both equations have the form
d’F dF
t— Dt— +M—t*—ut®>) F=0 42
o ut) F =0, (42)

and in the first equation of (41) we have to choose the parameter A in

the first equation of (41) so that F(¢) is finite and continuous for ¢ > 0

and for the second equation of (41) the same must be valid for ¢ < 0.
Now we use the Laplace transformation

F(t) = [ ¢ 7(2) d, (43)
and have the differential equation for f(z)

pf (2) + (22 = 1)f (2) = [(n — 1)z + A f(2) = 0. (44)

Here p is a small parameter of the order of the electric field strength.
We look now for the expansions of X, F'(t), f(z) in powers of p:

)\:)\o—F/J)\l—f—MQ/\Q—I—... s
F(t)=Fo+uF +p@?Fo+ ..., (45)

f(2)=fo+nuf(z)+p2fat... .

Anyway, the series for f(z) is divergent but is useful as an asymptotic
expansion. For fy the expression

’/l—1+)\0 n—1+)\0
fzx)=(z-1) 2 -(z+1) 2 (46)

is obtained and for f; we get the differential equation

dfilx)_ M fo (2) ()

dzfolz) ~ #=1 (Z-Dfo(s)’
Now from Schédinger’s analysis of equation (17) it follows that fy must
be a rational function, therefore the function Fy must be an integer-
transcendent one, so that in the first equation (41) Ay must be equal
to

)\81) =n—1+2p (1 =12,...), (48a)

and in the second equation (41)

)\62) = —n+ 1— 2p2 (p2 = 1, 2, .. ) . (48b)
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20 V. Fock

An analogous consideration shows that f; must be also rational. This
can be possible only if the residue of the right side of (47) vanishes at
z = £1. Simple calculation shows that this condition is valid if

1
M= g (3X3 —n? 4+ 1). (49)
If we restrict ourselves to the first approximation, we can write:

AD = —1+2p + 2 [3(n—142p1)2 —n2 +1],

8
(50)
A2 = —n—|—1—|—2p2—|—% [3(—n+1—2py)? —n? +1].
Calculating the value « from (50) and (40), we have
1
—a= —3e(pr —p2)(n—1+pi+p2), (51

(n—1+p1 +p2)?

which agrees with the Epstein formula.
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On the Invariant Form of the Wave
Equation and of the Equations of Motion
for a Charged Massive Point!

V. Fock

Leningrad

Received 30 July 1926

Zs. Phys. 39, N2-3, 226-232, 1926

In his not yet published paper H. Mandel?® uses the notion of the five-
dimensional space for considering the gravity and the electromagnetic
field from a single point of view. The introduction of the fifth coor-
dinate parameter seems to us very suitable for representing both the
Schrédinger wave equation and the mechanical equations in the invari-
ant form.

1 The special relativity

The Lagrange function for the motion of a charged massive point is, in
easily understandable notations,

5 02 e
L=—-mc 1—6—2—1—5).107690, (1)

IThe idea of this work appeared during a discussion with Prof. V. Fréederickcz,
to whom I am also obliged for some valuable pieces of advice. (V. Fock)

Remark at proof. When this note was in print, the excellent paper by Oskar Klein
(Zs. Phys. 37, 895, 1926) was received in Leningrad where the author obtained the
results which are identical in principle with the results of this note. Due to the
importance of the results, however, their derivation in another way (a generalization
of the Ansatz used in my earlier paper) may be of interest. (V. Fock)

For history of the subject see Helge Kragh Equation with many fathers. Klein-
Gordon equation in 1926. Am. J. Phys. 52, N 11, 1024-1033, 1984. (Editors)

2The author kindly gave me a possibility to read his paper in manuscript.
(V. Fock)
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22 V. Fock

and the corresponding Hamilton—Jacobi equation (HJ) reads

1 [oW\? 2 p IOW
awz— = (22} — 2 [y gradw + 227
(grad W) c2<8t> ¢ (il sta WJFC 8t)+

2
+m?c? + %2(5‘12 — %) =0. (2)

Analogously to the Ansatz used in our earlier paper® we put here

oY
_grady  OW  Top

grad W = % ; ﬁ_@’ (3)
op dp

where p denotes a new parameter with the dimension of the quantum of

N 2
action. Multiplying by (a—w> we get a quadratic form
p

2
Q = (grady)”® — i (W) _2e0¥ (ﬂgrad1/}—|— 90%) +

2\ ot c Op c Ot
2 2
22, ¢ 2 2 oY

+[mc +62(il @)] (8]3)' (4)

We note that the coefficients at the zeroth, first, and second powers

0 . . . . .

of 871# are four-dimensional invariants. Further, the form () remains
p

invariant if one puts

=434 + grad f,

. 1of

80—901—;&7 (5)
e

p:plfffa
c

where f denotes an arbitrary function of the coordinates and of time.
The latter transformation also leaves invariant the linear differential
form?

1
0= -5 (u,d dy + $.dz) — S odt + —dp.
mcg(ﬂ x + Uy dy + U.dz) —pdt + —dp (6)

3V. Fock, Zur Schrédingerschen Wellenmechanik, Zs. Phys. 38, 242, 1926 (see
[26-1] in this book).
4The symbol d’ means that d’Q is not a complete differential. (V. Fock)
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26-2 On the invariant form of ... 23

We will now represent the form @ as the squared gradient of the func-
tion 9 in the five-dimensional space (R5) and look for the corresponding
space interval. One can easily find

ds® = da? + dy® + dz* — 2dt* + (d'Q)% (7)

The Laplace equation in (Rj5) says

10% 2 o @ 0%
V¢‘am@c(”gd+cm@)
L0 (o 199 L e 4 e — ] O

It remains, as well as (7) and (4), invariant under the Lorentz transfor-
mations and under the transformations (5).

Since the coefficients of equation(8) do not contain parameter p, the
dependence of function 1 on p can be assumed in the form of the expo-
nential factor. Namely, to ensure correspondence with the experiment,
we have to put®

W = 1o 2™ )

Equation for g is invariant under the Lorentz transformations but
not under the transformations (5). The meaning of the additional co-
ordinate parameter p is exactly that it ensures the invariance of the
equations with respect to the addition of an arbitrary gradient to the
four-potential.

It is to be noted here that the coefficients of the equation for 1y are
complex-valued in general.

Assuming further that these coefficients do not depend on ¢ and
putting

77[]0 =e E+mc ¢ 1, (10)

one gets for v¢; a time-independent equation that is identical to the
generalization of the Schrodinger wave equation given in our earlier pa-
per. Those values of E for which function 1, exists satisfying some
requirements of finiteness and continuity are then the Bohr energy lev-
els. It follows from the above-mentioned considerations that the addi-
tion of a gradient to the four-potential cannot affect the energy levels.
Both functions v and v, corresponding to the vector potentials & and

5The appearance of the parameter p, connected with the linear form, in the ex-
ponent can be possibly associated with some relations observed by E. Schrodinger
(Zs. Phys. 12, 13, 1923). (V. Fock)
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24 V. Fock

— 2mie

i = U —grad f differ, namely, by a factor e ch 4 of modulus 1, thus only
possessing (at very general assumptions for the function f) the same
continuity properties.

2 The General Relativity

A. The wave equation. For the space interval in the five-dimensional
space we put

5
ds® = Z Yik dx; dxy, =
ik=1
A (11)

2
62 5

i=1

The quantities g;; here are the components of the Einstein funda-
mental tensor, the quantities ¢; (i = 1,2,3,4) being the components of
the four-potential divided by c?, so that

qudxl = — (Updz + Uy dy + 8.dz — pedt). (12)

The quantity g5 is a constant, and x5 is the additional coordinate pa-
rameter. All the coefficients are real-valued being independent of xs.

The quantities g;; and ¢; depend on the fields only but not on the
pr20perties of the massive point, the latter being represented by the factor
e

—. For brevity, we will, however, introduce the quantities depending

on —:
m .
[ 0 132537475 13
mq a (7’ ) ( )

introducing also the following agreement: at the summation from 1 to
5, the sign of the sum is written explicitly, and at the summation from
1 to 4 it is suppressed.

Using these notations we find

Yik = gik + a;ar;  gis =0, (ia k=1,2,3,4, 5)7 (14)

v =[ ik ||= a2 g, (i,k =1,2,3,4,5), (15)
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26-2 On the invariant form of ... 25

Ak = glk,
1 . a’

5k _ _ = gk _

VETEY BT T (i, k,1=1,2,3,4). (16)
1

55

,y : 1+a1 })

e )

The wave equation corresponding to equation (8) reads

> g (V) =0 )

i,k=1

or, written in more detail,

L9 = O 2 9%
V—g 0x; ( 99 ﬁxk> as “ Ox;0xs
1 0%
+(a5) (1+az )a—ngo. (18)

Finally, introducing the function ¥y and the potentials ¢; enables one to
rewrite these equations as

L0 (g w0 _dr 0
\/—gaxi< 99 axk> h Leeq ox;

4m2c?
B2
B. The equations of motion. We will now represent the equations of
motion of a charged massive point as the equations of the geodesic line
in R5.
To this end, we must now calculate the Christoffel symbols. We de-

(m2 + quiqi) Yo = 0. (19)

note the five-dimensional symbols {Ijﬂl} , the four-dimensional symbols
5

being denoted as {il} . Further, we introduce the covariant derivative
4

of the four-potentials:

8al kl
Ay = % - { r }4ar; (20)
and split the tensor 2A4;; to its symmetric and antisymmetric parts:
By, = A + Ap, 5 5
a a 21
My, = Ay — Ay = — — = (21)
8$k 3:17[
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26 V. Fock

Then we have

kl}5 B {kl}4 + %(akg”Mu +aig" Mir),

r
kl 1 1 ) )
=~ B, — — e e
}5 % 1k %s (axa’ My + aja’ Myy,),

The equations of the geodesic line in R5 are then

Pz, kI dxpdx;  dQ . dx;

—— 4+ — - ¢"M;— =0, 23
ds? {T}4ds ds+ds g Vs (23)

A2z 1 dxy dx; 1dQ . dx;
— By B i, = — . 24
ds? + 2as5 k"ds ds as ds @M (24)

Here d'Q) denotes, as earlier, the linear form

d/Q = aidxl- + a5dx5. (25)

Multiplying the four equations (23) by a,, the fifth equation (24) by as
and summing up, one obtains an equation which can be written in the
form

d d'QQ
T ds = 0. (26)
Hence, it is true that /
Fr const. (27)
S . dze .
Multiplying equation (23) by gmg and summing up over r and «, one
gets, due to the antisymmetry of M;y,

d dx, dz, B
s (gmdsds> =0 (28)

which, after introducing the proper time 7 by the formula

gindz;dxy, = —c2dr?, (29)
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26-2 On the invariant form of ... 27

gives

% (;“5')2 0. (30)

Equation (28) (or (30)) is, however, a corollary of (26) due to the relation
ds* = —c?dr? + (d'Q)2. (31)

It follows from what is said that equation (24) is a sequence of (23)
and can be omitted. After introducing the proper time as an indepen-
dent variable in (23), the fifth parameter drops out completely; we also
suppress the subscript 4 at the bracket symbol:

d*z, {kl}dﬁ@ Q. dr

dr? r) dr dr dar 9 Car T 0- (32)

The last term in the left-hand side represents the Lorentz force. In the
special relativity, the first of these equations can be written as

0, dp|
o ) +e8x} =0. (33

ddr 1dQf e
c

—_—— 4 - - 2H, —9yH
mdthJrch <Z y T YH

For the agreement with the experiment, the factor in the square brackets
should be equal to unity. Thus

d'Q

g = (34)
and

ds* = 0. (35)

The paths of the massive point are hence geodesic lines of zero length in
the five-dimensional space.

To get the Hamilton—Jacobi equation, we put the square of the five-
dimensional gradient of function 1 equal to zero,

w0V 0V 2 00 0
axi Bxk as 8:::5 6$Z

+(1+aid) ( ! ‘w)z:o. (36)

as 8%5

Putting here

N
ox; OW

mcas %ZZ = o (37)
.
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28 V. Fock

and introducing the potentials ¢; instead of a;, we obtain an equation

W OW

w 2 2 2 %
iq") = 0. 38
8:518:% +C(m —|—eqq) ( )

Ci

It can be considered as a generalization of our equation (2) which was

our starting point.

Leningrad,
Physical Institute of the University

Translated by A.G. Izergin and A.G. Pronko
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A Comment on Quantization of the
Harmonic Oscillator in a Magnetic Field

V. Fock!

temporarily in Géttingen

Received 12 January 1928

Zs. Phys. 47, 446, 1928

The isotropic planar harmonic oscillator in a uniform magnetic field per-
pendicular to the plane of the oscillator presents a simplest example of
the application of the perturbation theory to the degenerated unper-
turbed system. Therefore the exact solution of this simple problem
would be of some interest. The purpose of this remark is to present
this solution.
The Hamilton function for this problem is

2

1 1 eH e2H?
H= (px+py)+2 m wi(2? +y )+— (Yo —apy) + — (2*+y7).

2m 2m 8mece

Here m is the mass, e the charge and wq the frequency of the oscillator,
‘H the strength of the magnetic field. Introducing the Larmor frequency

eH
2me’

w1 =
one can rewrite the Hamilton function

1 1
H = o + 1) +w1(ype — 2py) + 5 m (WG +01) (2% + 7).

The corresponding Schrédinger amplitude equation is

A¢:F227m 1<y?i—mg¢>+ 72 {E—lm(wo—&—wl)(x +y°) v =0.

We introduce the new unit of length

b= E 1/2(“}2_1_“)2)—1/4
m 0 1 ’

International Education Board Fellow.
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and denote
E

2 2
VWi + wi

w1
NEE

Using the polar coordinates

:w7

St =

r=brcosp, y=brsinp,
we will have the amplitude equation

Y 10y 19 . o 2
w ;E—Fp@ﬂ:Qlw%‘i‘(QW—Tﬁ/}—o.

This equation easily admits the separation of variables. If one puts
Y = e R(r),

W:an:I/Vl,
we have an equation for R(r),
d*>R  1dR n?
—t—— 4 (2W - — —7r* | R=0
dr2+rdr+( P2 r) ’

i.e., exactly the equation that one gets for a flat isotropic oscillator with-
out a magnetic field in polar coordinates. By substitution

rt=p,
one finds
@R VAR (1 Wi\
d2p  p dp 4520 4p?)
This equation was already investigated by Schrodinger [1]. The energy

levels here are
Wiy=2k+n+1 (k=0,1,...),

and the eigenfunctions
Ry = p"2e Ly (p),

where &
etk (p) = WLnJrk (p)

[Lyntk(p) the Laguerre polynomial].
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Now calculating the energy E and returning to frequencies wgp, wj one

gets
E = £nhwi + (2k +n + 1)hy/wi + wi,
E = (n1 — na)hwi + (n1 + ng + 1)hy/wi + w?,

where nq and ny are two nonnegative integers.

or

I am cordially thankful to the International Educational Board for
enabling my stay in Gottingen.
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1. The mathematical part of the solution of a quantum mechanical
problem, also in the case when the Hamilton function contains the time
explicitly, is essentially reduced to finding a complete system of normal-
ized orthogonal functions satisfying the Schrodinger equation

h oY
Bt oo =0 W

In what follows such a system will be called a “basic system.” A
basic system having been found, the most difficult part of the problem
from the mathematical point of view is overcome. First, by means of the
basic system one can calculate the matrices satisfying the equations of
motion; second, the transition probabilities; and finally, as will be shown
in the subsequently published paper of the author, it is possible to find
the general solution of the Dirac statistical equation.

For the energy operator H not containing the time explicitly, one
can write a basic system at once, if only the eigenfunctions of H are
known. Denote these functions as ¢1(q), v2(q), . ..,2 then ¢, (q) satisfies
the equation

Hyp, = Wipn, (2)

nternational Education Board Fellow.
2All formulae also remain valid in the case of several variables; writing ¢n (q) etc.
chosen here is to be regarded as an abbreviation only. (V. Fock)
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and the functions _
—2miy, ¢
Un(g,t) =€ h """ pn(q) (3)

evidently form a basic system. Now one can also construct a basic system
if the energy operator H contains the time explicitly. Namely, it is
possible to prove the following proposition:

Proposition 1. Let a complete normalized orthogonal system

©1(q), 02(q), - ..

be given. Denote as 1,,(q,t) the solution of the Schrodinger equation
(1), which reduces itself to ¢,(q) at ¢ = 0. Then for all ¢ the system
of functions v¥,(q,t) is complete, normalized and orthogonal, i.e., the
functions ¥, (q,t) form a basic system.

Let us prove first that the functions v, (q,t) remain normalized and
orthogonal for all ¢. To this end, consider the integral

= [ Um(a,)¥n(q, t)olq) dg (4)
[g(q) is the den51ty functlon in the g-space]

and calculate its derivative with respect to time t. We have

damn, B B
i /1/1m ot 2 / — " podq =

27m

— /¢ H¢ngdq+/wnﬂwmgdq} =0, (5)

since the functions 1, satisfy equation (1), and the operator H is self-
adjoint. But one has for t =0

Amn = 5mn7 (6)

hence equation (6) holds true for all t.

The proof of the completeness of the system of functions 1, is some-
what more difficult.

We put

- i / Bufody / Yngoda, (7)

where f and g are two quadratically integrable functions. For ¢ = 0, the
system of functions 1 is complete, and expression (7) is equal to

= / fgedq. (8)
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ds, oS
We denote the complete derivative of (7) as M, while a—tt( £ 9)

denotes the “partial” derivative, i.e., the derivative taken at the assump-
tion that f and g do not depend on time. Then we have

ds as 0 9
t;{’g) == (f.9) + 5, (af,g)wt (f’ai) (9)

aS
We will calculate the expression 8—;( f»9). We have

ast & 9 = i{ ai” / Yngodq + /@nf@dq gt"ﬁgdq}

n=1

= > / JfH,,0dq / Yngodq — / Yn fodg / H wnggdq

= 2i /%Hf@dq /wnggdq—/lb f@dQ/wangdq

ie.,
B0y =2 s 1.0) ~ Su(7. 1)) (10)

‘We must prove that

holds for all ¢.

Before passing to the proof, let us make the following remark. If
equation (11) holds true for arbitrary time-independent functions f, g,
then it holds also in the case where f and g are time-dependent, since
time enters here as a parameter only. The same remark applies to all
other equations which do not contain the derivatives of functions f, g
with respect to time.

To prove this, we will show that all “partial” (in the sense explained
above) derivatives of Si(f, g), which we denote now as St(k)(f, g) instead

k
8 St — (f,9), vanish for ¢ = 0. If S;(f,g) is an analytic function of t3

it follows that equation (11) is fulfilled identically in ¢.

3This assumption is quite necessary for the proof. That it always appears is not,
however, evident since the functions 1, (g,t) are not, in general, analytic functions
of t. They are such only if the given functions ¢, (q) = 1¥n(q,0) satisfy certain con-
ditions, e.g., if they are entire transcendental functions, and H is a second-order
differential operator depending on time analytically. We assume here that the neces-
sary conditions are fulfilled. (V. Fock)
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It follows from equation (10) that the first derivative vanishes, since
Sy = @Q for t = 0, and the right-hand side of (10) vanishes due to the
self-adjointness of H. Denote as H") the operator that is obtained by
differentiating H with respect to time [ times. Then the operator H®)
is also self-adjoint, due to the validity of the following relation for any
time-independent functions u and v:

/(H(")u)ﬁgdq—/nH(")deq = %{Q(Hu,v)—@(u, Hv)} =0. (12)

Let us calculate the (n + 1)-th derivative of Sy,

n41 2m n! k n— k n—
S () =203 m{b’f WHE R f,g) — 8 (F, H P g)},

(13)
Assume that vanishing of all derivatives St(k) up to the n-th one is proved,
and show that then the (n+ 1)-th derivative also should vanish. Indeed,

we get from (13) for t =0

211

= S {QU™f.9) = Q(f H™Mg)y =0, (14)

(S50 (f,g))e=o
due to the self-adjointness of H ().
Vanishing of the first derivative being established already, it follows
that all derivatives at t = 0 equal zero.
If now, as assumed, S¢(f,g) is analytic in ¢, then S¢(f, g) is constant
being equal to Q(f,g). Thus, the completeness for all ¢ of the system of
functions ¥, (g, t) is proved.

2. Any complete normalized orthogonal system of functions ¢s(g,t) is
known to enable one representing a given operator F' as a matrix with
the elements

Fon = /@n(qJ)F@n(qJ)qu-

If the matrix elements are calculated by means of functions (g, t), we
say that the operator is represented “in the scheme of ¢;(g,t).” If the
corresponding system of functions is a basic system, we say that the
operator is represented in its basic scheme.

In the basic scheme of (g, t), a matrix with the elements

Foun = / B, Finodg (15)
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corresponds to the operator F'.

We calculate the time derivative of the matrix elements (15). Making
use of the differential equation (1) and of the self-adjointness of the
operators F' and H, we get the equations

G [onFoneda= [0, [ + 2r - pm)vaeds (10

U O i
dt ot h
Denoting as F and H the matrices corresponding in the basic scheme to
the operators F' and H, we can write equation (17) as a matrix equation

HF — FH)} . (17)

mn

dF 8F 2714

= = T (HF —FH). (18)

Substituting for F in (18) the matrices q and p corresponding to
the coordinates and to the momenta, one gains the quantum mechanical
equations of motion

d 271

dI; W — (Hp — pH),

p ) (19)
q _ 2mi

o = 5, (Ha- qH).

Thus, the equations of motion are valid for the matrices constructed
by means of our basic systems (the matrices in the basic scheme), and,
as noticed already by Dirac,* also if the Hamilton function H depends
on time explicitly.

The integral of the equation of motion is understood as an operator
whose matrix in the basic scheme is constant. For such an operator F,
the right-hand side of (16) vanishes for all m and n. The expression

8F 2mi

ST o (HF = FH)|bu(a.0), (20)

being orthogonal to all ¥,,(q,t), must vanish due to the completeness of
the system of functions v, for all values of n.

Expanding any function f(g) in the functions v, (g,t), we can come

F 2
from (20) to the conclusion that the operator %—t + %(HF FH)

4P.A.M. Dirac, Physical Interpretation in Quantum Dynamics, Proc. Roy. Soc.
A 113, 621, 1926.
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being applied to any functions gives zero. Hence, we can also say that
the operator itself equals zero:

OF  2mi
— + —(HF —-FH)=0. 21
o ) (21)
This equation is thus fulfilled if the operator F' is the integral of
the quantum mechanical equations of motion, and equation (21) can be
regarded as the definition of the notion “integral of the equations of
motion.”?

3. We consider an operator F' with the following properties. Its eigen-
functions are assumed to be defined up to factors that can depend only on
time, and not on the coordinates being chosen so that any quadratically
integrable function in the ¢-space can be expanded in these functions.
Such an operator P is said to be “complete.” The energy operator H
can serve as an example of a complete operator. On the contrary, the
operator

YPx — TPy

corresponding to the surface integral of the equations of motion of a free
particle in the axially symmetric field is not complete since its eigenfunc-
tions are of the form

; y
n = f(z, 2%+ y?, t)emeretan g n is integer
¥ Y g

containing an arbitrary factor depending on the coordinates.

Now we will state the following proposition:
Proposition 2. If an integral F' of the equations of motion is a complete
operator, then its eigenfunctions can be normalized so that they satisfy
the Schrodinger equation also forming a basic system.

We will prove this proposition for the eigenfunctions of the operator
F belonging to the point spectrum. Evidently, the proposition also holds
true for the continuous spectrum.

Consider the integral

_ [OF 2w
/% |57 + S (HF = FH)|¢nodq = 0, (22)

5The equivalence of both definitions was already pointed out by Dirac [Proc. Roy.
Soc. A 112, 661, 1926]. (V. Fock)
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where ¢,, is an eigenfunction® of the operator F belonging to the point
spectrum

and ¢, can belong both to the point and continuous spectrum; in the
latter case it should be understood as being replaced by the correspond-
ing differential.

Differentiating equation (23) with respect to time and assuming for
a while that A, can also be time-dependent, one gets

and hence
[ Groneda=0n =) [0, 50 0dg+ S0,
where the self-adjointness of F' was also used.
Further,
PmHFpnodg = A, /EmH%qu
and

/@nFH@nqu =An | P Henodg.

Substituting these expressions in (22) one obtains

_ 1 pn A\,
()\n—)\m)/ [;; +7H ]qu—kﬁénmzo. (24)

From this one sees that, first,

A,
= =0 (25)

(which was to be expected), and, second, that the expression

h agon

+Hep,
2mi Ot 14

SThe function ¢, contains an arbitrary phase factor of modulus 1 which can also
depend on time. In some cases, this factor should be defined so that ¢, considered
as a function of time would oscillate possibly less. The exact formulation of this
requirement and a method of defining the corresponding phase factors are given in
the Appendix to this paper. (V. Fock)

© 2004 by Chapman & Hall/CRC



40 V. Fock

is orthogonal to all the eigenfunctions whose eigenvalue differs from \,,.
If this eigenvalue is simple, it follows that

h(?son
Hepp = lpon, 26
o T © (26)
where
h don _
R d Hop,od 26*
QW/nathJr 0, Hpnodgq (267)

is a real constant, and the function

nlgt) = e 5 L1t (g 1) (27)

satisfies the Schrodinger equation (1). If, on the contrary, A, is a mul-
tiple eigenvalue with the multiplicity m, we denote the corresponding
eigenfunctions (which can be regarded as normalized and orthogonal to
each other) as

o0, @), ol

Instead of (27), one obtains the system of equations

h 9pl n n
Heol) + i ot PP 4+ el
............................................. (28)
h ago(m)
gom 4 0P ) )y ) m)
Spn + 27T at clm@n + + CmeOn
with the Hermitian matrix c,(;;) of the coefficients
n h 0 )
oy = / PuHel odg + 5 /soif) g; odg. (28%)

The eigenfunctions belonging to the multiple eigenvalue A, are de-
fined up to an orthogonal transformation whose coefficients may depend

on time. One can introduce new functions wy(ll ) instead of gp%k) by means
of the formulae

lkl/f
(29)

MS I Ms

<

e

1P

~
Il
=
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Due to this, it is possible to ensure that the new functions wﬁf ) satisfy
the Schrodinger equation (1). The coefficients y;; must then satisfy the
system of equations

hody  ~— (n)
omi dt _;ylscsk' (30)

We can choose conditions
Y1k (0) = i (31)

as the initial conditions. The functions 1/17(11), [ =1,2...m are now defined
up to an orthogonal transformation with constant coefficients. They are,
like functions ¢,,, eigenfunctions of the operator F', but also satisfy the
Schrodinger equation (1), g.e.d.

We would like to make here a remark concerning integrals of motion
that are not complete operators.

If G is such an integral, then the equality

h 0G

il HG —GH)p = 2
5 @+ (HG—GH)p=0 (32)

is valid for any function ¢. If ¢ is an eigenfunction of the operator G
Geo=MAp (A= const), (33)

one can write equation (32) in the form

h Jy B h Op
G(zmat+H*”> _A<2m‘at+H‘p>' (34)
The function
h Op
/
- H
Y S omiar T (35)

thus, satisfies the same equation (33) as the function ¢, being an eigen-
function belonging to the same eigenvalue of the operator G. In some
cases that are not considered here, it is possible to conclude that ¢’ is
proportional to ¢. Further, in some cases it is possible to normalize the
eigenfunction ¢ so that the normalized function satisfies the Schrédinger
equation (1). Equation (34) is also obviously valid for the continuous
spectrum; we do not want, however, to discuss the questions arising here
in more detail.
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4. As an example of application of Proposition 2, we consider a har-
monic oscillator with its instantaneous period being a quadratic function
of time.”
The Hamilton function H as a matrix function of the canonical vari-
ables p and q is
1 21%m

H=_—p?
omP t

the quantum mechanical equations of motion being

q’, (36)

. 4m’m
P=—""754
g (37)
. P
q= —.
m
It is easy to see that the expression
T , 4m°m 5 1. 1..
— — =T =T 38
—P + 5 d — ;T(ap +pa) + 5 T'mg (38)

is an integral of the equations of motion (37) if, as assumed, the period
T is a quadratic function of time so that its third derivative T vanishes
identically. Now we pass from the matrices to the operators.
Let us denote time as ¢/, then the Schrodinger equation is, in our
case,
h? 0%  27*m

h
“setmog T o2 1V

oy O

(39)

and the operator F' corresponding to expression (38) is

Fip=—

h2T 8%/1 4m’m h-<8¢

Ar2m g T Tt 0

T + w)—f— qu 1. (40)

The period T as a function of time t’ is given as

4 2
T = Ty + 4n Bt + ;—071@, (41)

"This example is also suitable for explaining the adiabatic rule carried over by
M. Born to the new quantum mechanics. [A new proof of this rule (by M. Born and
the author) will appear in this journal (see [28-4], this book).] Compare also with
the paper by G. Krutkow and the author: Uber das Rayleighsche Pendel, Zs. Phys.
13, 195, 1923 (see [23-1], this book), where a similar problem is considered within
the framework of the old quantum mechanics. (V. Fock)
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where Tj is a constant with the dimension of time, 8 and ~ being di-
mensionless constants. We introduce the dimensionless quantities x and
t' instead of ¢ and ¢/, writing

2 mn q==x
v _— =
\/ hT, ’
’ (42)

t/
2r— =1t.
7TT0

The expression for the period T is now
T = To(1 + 2Bt +t?). (43)
In terms of the new variables, the Schrodinger equation becomes

0% x2 0Y
F I Y e L T (44)

and the equation for the eigenfunctions ¢ of the operator F' is

At . dp 1
- _ AR ikl el
Fp= (1—|—2ﬂt+7t)8x2+2z(ﬂ+’yt) (max—i—Q(p)—F
N 2 _
+ <1+2ﬂt+7t2+7>x@ Ap. (45)

To remove the term with the first derivative we put

(pZEXpi zﬁ - :expi M S
T 4 ! 21 +26t +~12)) 7

obtaining for ¢; the equation

0% 14y -2

2
- Ao1 =0. (46
002 14284t ST (46)

(1+ 28t +~t?)

Finally, we introduce, instead of z and )\, the quantities £ and \;

‘= V14— 32 o A= A (47)
Jiroiae C Mt

so that the equation for ¢; is written as
toalt

50+ (A — €)1 = 0. (48)

© 2004 by Chapman & Hall/CRC



44 V. Fock

This is a well-known equation for the Hermit orthogonal functions. The
eigenvalues here are \y =2n+1 (n =0,1...). The eigenfunctions must
be normalized so that

/I@Id V”w”ﬁ/\ [2de = 1. (19)

41+

The normalized eigenfunctions of the operator F' (45) are, hence,

- (Bt)E?
1 _ 5231/8 POl o1 S
Uy B0 (1 4ot 4 i)V e VI =46 (g,

27 nl
(50)

where H,,(£) denotes a Hermit polynomial and ¢ is the brief notation
for expression (47). Following Proposition 2, these functions can differ
from the solutions of the Schrédinger equation (basic system) only by a
factor modulus 1 depending on time.

The calculation following the method used while proving Proposition
2 gives for this factor the value

on(z,t) =

e—i('ﬂ—i—l/2)r7

where, for brevity, we put

r= /7”4”_52(115. (51)

1+ 206t + ~t2

The functions
Yn(z,t) = e DT (2 1) (52)

satisfy the Schrodinger equations also forming a basic system.
This result can be verified by substituting the expression

(B+yt)z?

Yz, t) = ¢ 2V (1 4 95t 4 412) VA f(g, 7) (53)

for ¢ in equation (44) and going to the variables £ and 7. In terms of
these variables, one gets the following equation for the function f(&,7)
n (53):
0% f
€2

of

—E2f+2i 5 =0, (54)
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i.e., the Schrodinger equation for an oscillator with a constant period.
The solution of this equation is obvious:

2

Fal&,7) = Cpe i H1/2T 038 L (g). (55)

The latter expression, being put into (53), results in equation (52).

5. As a simple example of the applicability of Proposition 2 in the
region of the continuum spectrum (in which case it was not proved here)
let us consider the free motion of a particle. The equations are written
with respect to the reduced dimensionless quantities. The Hamilton
function is

H = 3(p; +p, +p2), (56)

the Schrodinger equation being

o
A+ 2i5 =0, (57)

where A denotes the ordinary Laplace operator. The equations of motion

1')96:0, p :Oa pz:07
. N . } (58)
4, =P 4, =P, 4. =D,
possess six integrals, three of the kind
Dy = A = const (59)
and three of the kind
T — pst = a = const. (60)
The operators
10 t o
—— o xT—-—
i Ox 1 0x

correspond to integrals (59) or (60). Their eigenfunctions satisfy the
equations

%‘ZM =iX(z,\) (61)
and 5 .
¢ng’ @) _ i%g@(m, a) + ?Sﬂ(% a) = 0. (62)
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We will introduce these eigenfunctions by the requirement

“+00 A+AN 9

1
AN / dx / Yz, N)dN\| =1 (63)
—00 A
and
1 “+oo a+Aa 2
Ao / dx’ / oz, a)da| =1. (64)
The eigenfunctions normalized in this way are
T,\)=c e
! V2T
(65)

1 i(z—oz)Q
2t

T,Q) = cg———e ,
o( ) 2\/%

where ¢; and ¢y are phase factors of modulus 1 that can depend only on
time. If one puts

_i\%t
cao=e 2, cp=1,
then the functions
Y
U N) = eV,

(66)

e 2t

oz, a) = Vont

satisfy the Schrodinger equation (57), which can be verified in a direct
way.

~

Appendix

The normalization of the eigenfunctions of the operators
depending on time explicitly

As is known, the eigenfunctions of an operator are defined only up to
a factor of modulus 1 (phase factor), or — in the case of a multiple
eigenvalue — up to an orthogonal substitution. If the operator is time-
dependent, then the normalization elements (e.g., the phase factor, or
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the coefficients of the substitution) also can be time-dependent. De-
termining the normalization elements properly, one can ensure that the
time derivatives of the eigenfunctions satisfy certain requirements. It is
natural to require that the first derivative becomes as small as possible.
This normalization proves to be particularly advisable in the case of the
eigenfunctions of the time-dependent energy operator for constructing
the approximate solutions of the Schrodinger equation.

We wish to demonstrate here how one can normalize the eigenfunc-
tions of a time-dependent operator so that they oscillate as weakly as
possible.

In the case of a simple eigenvalue we will fix the time-dependent
phase factor by imposing the condition that the integral

Jisl

is as small as possible. Then the function ¢, is defined up to a phase
factor that does not depend on time any more. In the case of a multiple
eigenvalue, let the eigenfunctions belonging to it be

0dg = min (A1)

o0, 0D, ol
These are defined up to an orthogonal transformation, whose coefficients
are functions of time. We choose this transformation so that the sum of
the integrals

0dq = min (A2)

is as small as possible. Then the functions ga( ") are defined up to an
orthogonal transformation with constant coefficients. The requirement
(1a) is fulfilled if ¢,, satisfies the equation

_ Opy,
/son 5 ¢da=0. (A3)

Indeed, for some other permissible function

Uy = l%n ©n (A4)

o]

the corresponding integral is equal to

[V e

odg, (A5)
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so that it is always greater than (1a) if only w, is not constant.

If the function ¢, does not satisfy equation (3a), one can choose the
quantity wy, in (4a) so that (3a) is satisfied by 1),,. To this end, one has
to solve the equation

. [ _ Opp
wn:z/wn%gdq, (A6)

wy, thus obtained being obviously real.

In the case of a multiple eigenvalue, condition (2a) is fulfilled if the

(r)

functions oy, ’ satisfy the equations

(k)
i 2Vodg=0  (k1=1,2,...,m). (A7)

Then one introduces, via the orthogonal substitution

l)_zylk ¢n7
@%k)—Zy v,

(A8)

new functions wr(f ) and calculates for these functions the expression anal-
ogous to (2a). Taking into account equation (7a) and the orthogonality
of the substitution, one gets the expression

0dq = ;/ ‘ ot

Since the second term is necessarily positive vanishing only for constant
Yrs, the functions @%k) possess the minimal value searched for if they

satisfy equation(4a).

(T) 2

dyrs

(A9)

If equation (7a) is not satisfied, however, by the functions np%k), one

can choose the coefficients of the substitution in (8a) so that an analogous
equation will be satisfied by the functions w,(ll ). These coefficients must
be solutions of the system of differential equations

AYsr
C:l;t Zzyskbkra (AlO)
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where the matrix with the elements

br =i | ———p(Mpd All
e =1 [ —5—en edg (A11)
is obviously Hermitian. To fulfill the orthogonality relation of y,., it is
sufficient to choose the values

ysr(o) =04 (A12)
as an initial condition.

If the functions cpgf) are normalized in the way described here, the

coefficients cg;) in equation (28) have a simple meaning of the matrix

elements of the energy matrix.

I would like to express my heartfelt gratitude to the International
Education Board for the possibility of working in Gottingen.

Translated by A.G. Izergin and A.G. Pronko
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Generalization and Solution of the Dirac
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Zs. Phys. 49, 339, 1928
Fockb7, pp. 9-24

In his paper “Emission and Absorption of Radiation” [1] Dirac considers
the Bose—Einstein statistics of an ensemble of mechanical systems by a
completely new method. He admits that the perturbation of the system
by an external force takes place and considers the changes caused by this
perturbation in the given probability distribution of the energy levels in
the ensemble.

What is essentially new in the Dirac method is that he considers the
number Ny of systems on the s-th energy level as a canonical variable.
In the space of such variables (which we’ll call the Dirac space) Dirac
establishes the wave equation; its solutions are the functions of IV, and
time. The square modulus of the solution defines the probability of the
corresponding distribution of the energy levels in the ensemble.

However an algorithm on how to solve this equation is not given in
the Dirac paper.

In the present paper? the problem is generalized and we look for the
probability distribution of any arbitrary mechanical quantity (not only
of energy), whereas the probability amplitudes for the distribution of
another (or the same) arbitrary mechanical quantity at time ¢ = 0 are
given as initial conditions.

Hnternational Education Board Fellow.

2In the original text an attempt has been made to apply the method developed
in this paper to the Fermi statistics. This attempt was unsuccessful, and therefore
the parts related to the Fermi statistics (including §8) are omitted. The erratum
was published in the paper “On Quantum Electrodynamics” Sow. Phys. 6, 5, 428
(1934). The difficulties, connected with the application of this method to the Fermi
statistics, were mentioned already in the original paper (V. Fock, 1957). The present
translation uses the revised version in Fock57. (Translator)
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52 V. Fock

The generalized Dirac equation is solved generally by the use of the
generating function for which an explicit expression can be given.

81. We consider an ensemble of identical mechanical systems. The
energy operator H of each system can contain time. Together with
energy we also consider two other mechanical quantities ¢ and b with
operators A and B.

Further we need operator A only for a fixed time ¢y = 0, so we can
assume that A does not depend on time explicitly. On the contrary, we
consider operator B at a variable time and correspondingly we assume
that it can explicitly contain time.?

The Schrodinger equation for a single system is

h oy
H =0. 1
v (1)
The eigenfunctions of operators A and B satisfy the equations
A s(q) = as ¥s(q) , (2)
B ps(q,t) = Bs vs(g;t) - (3)

The arbitrary time-dependent phase factors of functions ¢4(g,t) can
be chosen by the prescription* proposed by the author in [2].

We will also consider a system of solutions 1)s(g, t) of the Schrodinger
equation

h 0,
H s 5 t - - 4
Yol ) + 55 =0 (@)
that satisfy the initial conditions
¥s(q,0) = ¥s(q) . (5)

According to the theorem proved in the quoted paper by the author the
system of functions (g, t) will be complete, normalized and orthogonal
for any t. Further we will call it the basic system.

§2. Each solution f(g,t) of the Schrédinger equation (1) is defined
uniquely by its initial value f(g,0). If we expand the initial value into
the set of functions ¥;(q) = ¥s(q, 0):

Z 9s ¥s(q,0), (6)

3In Dirac’s paper both operators A and B coincide and are equal to the energy
operator of the unperturbed system. (V. Fock)

4Each eigenfunction normalized along this prescription should be orthogonal to
its time derivative. (V. Fock)
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then at time t the solution will be

flg,t) = ng Vs(q,t) . (7)

The same solution can be expanded into eigenfunctions of operators A
and B:

f((L t) = sz ws(Qa O) ’ (8)

f(q7 t) = Zys %(q, t) ) (9)

where coefficients x5 and y, are functions of time, whereas g, in (7)
were constants.® The infinite-dimensional space of all sets of expansions’
coefficients

gl’ 927"' gS""
X1, Toy.v. Tgynn. (10)
y17 y27"'y57"'

is called the complex Hilbert space. The elements of each line in (10)
will be the “coordinates” in this space. Transition from one set (line)
to another corresponds to a linear orthogonal (unitary) transformation
of coordinates, which can be considered as a rotation of a coordinate
system in the Hilbert space.

The physical meaning of y, is the following. Let the operator b with
eigenvalues (35 and eigenfunctions ¢s(g,t) correspond to the physical
quantity b. If we expand the solution of the Schidinger equation into
functions ¢s(gq,t), the square modulus |ys|? of the expansion coefficient
ys gives a relative probability for the quantity b to have the value G at
time t.

Instead of saying “the quantity b is equal to the eigenvalue (s of
operator B” we can say shorter “the system is in state s” each time
when it is clear by which operator the states we are talking about are
defined.

Because the sum of the squared moduli |ys|* is equal to the corre-
sponding sum of gs and therefore is a constant, we can put it equal to
the number of systems NV in the whole ensemble

Zlys|2:Z|gs|2:N' (11)

51f we consider v5(q,0) as eigenfunctions of an unperturbed system, then x5 are
the same values that Dirac calls bs. (V. Fock)

| 2
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54 V. Fock

The square modulus
lys[* = N7 (12)

is then the probable number Nsﬁ of systems in state s (i.e., with the
eigenvalue ;). The same is naturally true also for operator A.

83. Let us establish the differential equations which are satisfied by
the expansion coefficients ys.

If we multiply each of expansions (7) and (9) by

?,(q,t) o(q) dg

[0(q) is the density function in g-space], integrate over g-space and put
both results equal, then we obtain the expression for y, through con-
stants gs:

Yr = ZYrs s s (13)

where for brevity we denoted

Y, = / Bo(0.1) Vs(a,t) odq. (14)

The values Y,.; satisfy the equations
Z Y;"l?sl = 57’5
1

Z ler?ls = 6rs
l

and therefore are the entries of the unitary matrix.
Differentiating (14) by time and taking into account that (q,t)
satisfies the Schrodinger equation (4), we obtain

dY,., [ 09,
dt ~— ] ot

)
s odq — & [ P Hys odg. (16)
Expanding here (g, t) into ¢;(q,t):

l
and denoting for brevity

h 0
K. = /@(q,t) Hyi(q,t) odq + ;/@(q,t)%gdq, (18)
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we get the differential equations

hdY,s
- == — ZKrlYis . (19)
l

i dt

The coefficients matrix K,; is evidently Hermitian. Because ys are
the linear functions of Y,.; with constant coefficients g, the y, satisfy
the same differential equations (19). This statement can be presented as
a theorem:

Theorem 1. The expansion coefficients ys of the solution of the
Schrodinger equation into an orthogonal system of ¢s(g,t) are solutions
of the differential equations

h dy.
- N K, (20)
l

i dt

with the definition (18) of K,;.

This theorem is evidently valid for any complete orthogonal system.
Particularly for the basic system (e.g., for 1,.(¢,t)) expressions (18) are
equal to zero and the expansion coefficients are constants.

§4. Together with the system of differential equations (20) we con-
sider its complex conjugate one

hdy
I =N KLy, (20%)
l

i dt
Denoting the bilinear form by F,

F=Y K Jyr, (21)

we can write equations (20) and (20%) as

hdy,  OF

hdy, _ _OF 99
it oy (22)
or hdy. OF
_ T — . 929*
i dt oYy (22°)

h
If we consider 7, (or y,) as a canonical coordinate and —y, (or —=7,.)
i i

as a canonical momentum, i.e., if we put

Qr=79,, Pr:;yr (23)
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or
Qr:yrv Pr:_;yrv (23*)

equations (22) and (22*) can be considered as canonical equations of
motion in the Hilbert space with the Hamilton function F.

Now following Dirac we will consider that canonical variables are
operators (matrices, g-numbers) and establish the Schrodinger equation
corresponding to the Hamilton operator F'. We can use here either the
space of y, or the space of 7,.

In the space of y, the operator y, means “multiplication by ¥,.” and
the operator 7, means “changing the sign and taking the derivative by

” .,
Yr:

)

_ 0
y’l‘ - yT a y’r - _6yr N (24)
In the space of 3, the operator y, means “multiplication by ¥,” and
operator ys means “taking derivative by y,”:

y’r’%yr 5 yrg)aayr (25)

This follows from the well-known general formulae
Pr == E 0 ) _E i )
1 Q) i OP,
and is equally valid whether we define the canonical variables explicitly

according to (23) or (23*).
Denoting the wave function in space of y,. by Q we get

h 00 o0

Qr = (26)

We have to remark here that the sequence of operators in the diagonal
terms of (27) is not essential. Indeed, if we apply the operators y, and

3 in a different sequence, and, e.g., write
Yr

0 1] 0 00

T‘Q a |l a9 TQ T | >
. (%) or 5 ayr(y )+y8yr

then instead of zero in the right-hand side of (27) we would have a term
of the form ¢(¢)f2, where ¢(t) is a real function of time. However it is
easily seen that the solution of the new equation differs from that of
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(27) only by a factor with the absolute value equal to unity, i.e., by an
inessential phase factor.

Equation (27) represents a wave equation in space of y,.. To obtain
the corresponding equation in the Hilbert space with 7,. as coordinates we
have to substitute expressions (24) for operators y,., g, in the Hamilton
function (21) by the expressions (25). If we denote the wave function in
the space g, as 2, we find

h 0Q 00

Due to K, = K, this equation is exactly complex conjugate to (27).

Thus, to get the wave equation in the Hilbert space it is unimportant
whether we consider the expressions (23) or (23*) as “coordinates” and
“momenta.” As the sequence of operators in the Hamilton function is
also unimportant, we can state that the wave equation in Hilbert space
is established uniquely.

Now we return to equation (27). This is a linear partial differential
equation of the first order. If we form the system of ordinary differential
equations corresponding to (27) we will exactly get the system (20). So
this system and equation (27) are adjoint in the sense of the theory
of partial differential equations. From this it follows that to make the
transformation of wave equation (25) to a different coordinate system
in the Hilbert space we need only to change the independent variables
according to the ordinary rules of differential calculus. The wave function
Q is covariant relative to such transformation.

This remark allows one to find the general solution of wave equation
(27) without any calculations. Indeed, if we choose the expansion coef-
ficients of g5 into the basic system of functions as the coordinates in the
Hilbert space, then in these coordinates the wave equation has a simple

form 50
el — 2
(5 ) 0, (29)

where the subscript g5 means that the time derivative is taken at constant
gs. The general solution of this equation is an arbitrary function of
variables gs:

Q=Q(g1, 92, --- gs ---), (30)

where in the case of equation (25) we have to express g; through y,:

gs = Z?rs Yr - (31)
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The general solution of equation (28) is complex conjugate to (30). We
can summarize the results of this section as a theorem.

Theorem 2. The Dirac statistical equation in the Hilbert space with the
coordinates y, is a first-order partial differential equation adjoint to the
system of ordinary differential equations (20) of Theorem 1. Its general
solution will be an arbitrary function of the expansion coefficients into
the basic system of functions.

§5. As we mentioned in §2, not y, themselves but their square moduli
lys|* = Y,ys (namely, the probable number of systems in state s) have
the physical meaning. Therefore using a canonical transformation we
introduce new variables ns and 6, in a way that the operator

_ _ 0

YsYs = Ys 7. — N (32)
means simply the multiplication by a nonnegative integer ns. Such a
canonical transformation will be
<I>(n5) }%05 . 6’%95 (I)(TLS +1)

el 1" on.)
(33)
8 _ (TLS + 1)@(7?,9) _%95 _ 6_%95 nS(I)(nS — 1)

A A T | R B(ny)

where ®(n) is an arbitrary function of the integer n for which we demand
that at n = 0 it will be equal to unity and for negative n is infinite:5

=0 (k=1,2..). (34)

The values 6, should be considered as canonical variables and the
values n, as corresponding momenta. Then the meaning of 6, will be:

h O
s T T )
1 0ng
and the operator
i o)
eﬁes — e O9ns

will mean “the decrease of the number ng by unity,” whereas the operator

i a
67%05 = e9ns

6In the original text the form of the function ®(n) was related to the type of
statistics, whereas in fact it is connected with the normalizing condition; see further
the formula (*). In the present edition this mistake is corrected. (V. Fock, 1957)
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means “the increase of the number ns by unity.” The transformation
formulae can also be written in the form

8 1
Yy, =@ s T ons )
ys (n )6 @(ns) 33*
_ 0 @(ns)eaa ng! (337
ys - 8y§ - nS' & ¢<n5).

We must require that the operator y, is conjugate to y,. This gives
|®(n)]? =n!.
Considering ®(n) to be real, we can put

=T(n+1)=Vn!. (35)

This function evidently satisfies conditions (34). Substituting (35) into
(33) we get the transformation used by Dirac, namely,

Y, = nsehas = enfs ns + 1,
(36)
ys:\/ilehg_e #0s Ns,
or
Yy = \/Eefﬁ = s ng + 1,
(36%)

Ys = /ns+1 ea%s = e% /M.
Besides, we have to show that transformations (33) or (36) are really

canonical, i.e., that the next commutation relations between operators

Yy, and yi hold

S

Ys
0 0
= 57’57
8:[/5 yT yr 8ys
90 00 7
9y, 0y, 0y, 0y,
gsyr - g’r'ys = 0.

At r = s the first of these relations follows from equations

0 0
Y. = s ]_7 75 — =ng, *
7. Uy =Ns + Y a7 n (37%)

S
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which can be obtained from (33). The other relations are also evidently
valid. So transformation (33) is canonical.

§6. Now we have to investigate the transition given by formulae (33)
and (36) from the Hilbert space of variables g, to the Dirac space of
variables n,. Let us consider first the case of one variable ¥,., which we
will denote as z.

The function ¢(n) of an integer number n in the Dirac space corre-
sponds to the function F'(z) of variable z in the Hilbert space. According
to the Dirac general theory of representations, the transition from F(z)
to ¢(n) is realized by the complete system of functions f(n, z):

F(z)= Z ¢ (n) f(n,z). (38)

n

Before we go further, it should be recalled that expression (35) for
®(n) was defined from the requirement that both operators (33) are mu-
tually conjugated. But the form of the conjugation condition depends on
the form of the weight function in the normalizing condition. Therefore
the function ®(n) is connected with the weight function. Namely, the
normalizing condition

corresponds to the arbitrary ®(n) and so condition (35) means that the
normalizing condition has an ordinary form

D lem)? =1. ()

Further in this section we keep ®(n) arbitrary and put ®(n) = v/n! only
in final formulae.”

We will write equations (33) which define the considered transforma-
tion in the form

<I>(n) *ai
2 S mont
(39)
9 p_t1)2n) o
0z  d(n+1) '

"The text between the formulae (38) and (39) is added in this edition. (V. Fock,
1957)
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0
They mean that the result of the action of the operator z (or a—) on the
z

left-hand side F(z) in formula (38) can be expanded in functions f(n, z),
and the expansion coefficients Sc (n) (or T'c (n)) will be results of action
of operator S (or T') on the function ¢ (n). Thus,

2F(z) =Y [Se (n)] f(n,2), (40)

n

W) — S tre ) sn.2) (a)

where, according to (39), the coefficients Sc (n) (or Tc (n)) have the
following values:

o(n)

Sc (n):mc(n—l)7 (42)
Te (n)Wc(nJrl). (43)

Replacing n in (40) by n+ 1 and in (41) by n — 1, we can rewrite these
formulae in the form:

7 =3 M e 0+ 1,9), (44)
OF(2) ~—=n®(n—1)

On the other hand we can take directly expansion (38) and multiply
it by z or take the z-derivative. Then we have

2F(2) =Y ¢ (n) zf(n,2), (46)

0z

Expressions (44) and (46) and also (45) and (47) should be equal to each
other and identically equal relative to the function F(z) and therefore
also relative to ¢ (n), i.e., term by term. For that the function f(n,z)
must satisfy the following functional equations:

O(n+1)
®(n)

OF(2) _ ZC (n) f(n,z) . (47)

zf(n,z) = fin+1,2), (48)
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df(n,z)  n®(n—1)
9z ®(n)

Multiplying both parts of (49) by z and expressing the product z f(n —
1, z) according to (48) through f(n, z), we get a differential equation

af(n, z)
0z

fln—1,2). (49)

z

=nf(n,z), (50)

the validity of which could also be seen directly from (37*). Its solution
is

f(n,z) = f(n)z". (51)
Putting (51) in (48) we get

fm)®n) = f(n+1)@(n+1). (52)

Because the quantity (52) does not depend on n, we can simply put it
equal to unity.

Thus, we defined the function f(n,z) up to a factor independent of
n and z:

fn,z) = (53)

®(n)
For the ordinary normalizing condition (**) we have ®(n) = vn! and
consequently

= (5")

f(n,z) = —. 53*
=

Transition to many variables proceeds without any difficulties; the eigen-
functions are the products of eigenfunctions of a single variable. We write
down only the final formula for the canonical transformation of the func-
tion © (Y1, Ys, .- .) in the Hilbert space into the function ¥ (ni,na,...) in
the Dirac space

12

O (7 = Y1 Ya~ .-
Q(Y1,Yg,...) = N1y Ng, .. .) 54
(yl Yo ) nl%;’w( 1 2 )Q(nl)é(ng) ( )
or for the usual normalization of the function
- B U ys? ... .
Q@) = 3 Glnnna. )L ()

nllx/ng!...

ni,na,...

§7. The theory of canonical transformation (33) or (36) considered
in the previous two sections allows us not only to establish the wave
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equation in the Dirac space, but also to get at once its solution if the so-
lution in the Hilbert space is known. The transformation of the equation
itself is actually not needed; nevertheless, we shall perform it to make
easier the comparison with the Dirac formulae.

In formula (21) for the Hamilton function we must replace the op-

erators §, and y, = . by their expressions (33) and (36). Then we
Y

T

ns)(ns +1) i, 9,
F= ZKébns + ; K,s )q)(ns 0 (55)

get

and in the case of usual normalization when ®(n) = v/n!

F= Z Kyong + Z Krs/no/ng + 1 et (0r= (55%)

r#s

Let us denote the wave function in the Dirac space as ¥(nq, ng, ...). This
function satisfies the wave equation

h 0
i ot
In an explicit form this equation can be written as

h 0
i ot

1/)(711,’&2,...)+F1,[}(TL1,?’LQ,...):O. (56)

—(n1,ne,...)+ ZKssnsw(nl,ng, O+

)(ns+1) _
+TZ¢SKTS )(I)(ns+1)1/)(n17...nr—1,...ns—|—1,...)—0.

If the function ¢ (n1,na,...) is normalized by the formula

Z [4(ny,na,...)|* = const , (58)

n1,n2,...

then ®(n) = v/n! and equation (57) gets the form

h 0

;&1/1(”1, na,...) + Z:Kssnsw(nl,nm co)F

+2Krsﬁ/nm/ns+11/J(n1,...nr71,...ns+1,...) =0.

r#s

(577)

The solution of this equation is already known: ¢ (ni,ng,...) is the
expansion coefficient in (54) or (54*) if Q(7;,Ys, .. .) satisfies the differ-
ential equation (28). This can be checked directly if one inserts (54) or
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(54*) in the differential equation and makes all coeflicients zero at all
products of any powers of g ; then one gets exactly equation (57) and
correspondingly (57*).

§9.8 Now we are in a position to formulate the statistical problem
in a general form and get its solution.

Let us consider two mechanical quantities ¢ and b with operators A
and B having discrete eigenvalues a5 and 3s. The probability amplitudes
are given at the initial moment ¢t = 0 for the distribution of the systems
over the eigenstates of operator A. They are

(()a)(nl,ng,...) . (59)
We have to calculate the probability amplitudes
gﬁ) (TLl, na, .. ) (60)

for the distribution of systems over the eigenstates of operator B at time
t.

We will get the problem considered by Dirac if operators A and B
coincide and if they are equal to the energy operator of the unperturbed
system. The solution of the given problem can be found in the following
way.

Let us build up, as it was shown in §1, the basic system of functions
which are equal to the eigenfunctions of operator A at ¢t = 0. Consider
also the eigenfunctions of operator B. Using these systems of functions
we form the matrix Y,.s according to (14).

Using the quantities conjugate to the given probability amplitudes
(59) and introducing arbitrary parameters g1, go, ..., we form the gen-
erating function

ny n2
91 92" -

0 B —(a)
Q%g1,99,...) = ) > Y (nl,nQ,...)imlml —, (61)
1,M2,...
where the summation extends over all nonnegative values of ny,no, ...,
satisfying the condition
ny+ng+...=N (the number of systems). (62)

So the function Q° is a uniform function of an N-th power relative
to parameters ¢g,. Now let us substitute the entering Q° parameters g,

888 containing an attempt to apply theory to the Fermi statistics is omitted here
and §§ 9, 10 are slightly shortened. (V. Fock, 1957)
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with linear forms

gs = Z?Tsyr ; (63)

where y,- are new parameters. We denote the function of y,., obtained in
this way, by € so that

Q(yl,y27"'):Qo(gl,QQa"')' (64)

The function € satisfies wave equation (27) in the Hilbert space. Let us
expand (2 in powers of ys and write down the expansion as

ni, n2

Q(yl,y27...) = Z atﬂ (nl,ng,)% . (65)

ni,ne,...
Then the quantities 1/)15[3 ), conjugate to the expansion coefficients, satisfy
the wave equation in the Dirac space and are the wanted probability
amplitudes.
810. Now we consider special cases of the general problem. Let A
be the energy operator at time ¢ = 0 and B be the energy operator at
time t:

A= H(0), B = H(t). (66)
In this case the functions 14(q, t) and ¢4(g,t) coincide at time t = 0,
s (Q7 0) = vs(q, t)’ (67)

and the matrix element Y., turns into J,5 at t = 0, so that at ¢t = 0 the
quantities ys coincide with gs:

Ys (0) = Gs, Yo (0) = 67”s~ (68)

The initial values of the expansion coefficients Eiﬁ) (n1,n2,...) (65) will

be the values w((,a)(nl,nQ, ...) from formula (61). Hence the method
described in §9 allows one to find the solution of the Dirac equation
when the initial conditions are given.

Now let us consider the case when the ensemble consists of a single
system which is in state s at time ¢ = 0. Then the generating function
QY is equal to

90(917927'“) = s (69)
and the function Q(y1, v, .. .) takes the form
Qo(y17y27~'~)zz?rs Yr - (70)
T
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Comparing this formula with (65), we get

D, (0,0, 1M, ) -Y,, (71)

(the unity in the left-hand side stands on the r-th place).
The square modulus of this value

e = V7 (72)

is the probability that in state r at time ¢ there is one system (in this
case the only one). In other words |¢/;|? is the transition probability from
state s to state r, which coincides with the definition given by Born [3].
As another example, let us consider an ensemble of NV systems; all of
them are in the same state at ¢ = 0. Then functions Q" and Q will be

QO — (gs)N

3

N .

Yrsyr

Q="
VNI

The probability amplitude 9¢(n1, na, . ..) for the distribution (nq, na,...)
at time ¢ will be

¥, (n1,n )= —T VIV

A N AV T

The square modulus of this value, which represents the probability
of the given distribution, is equal to

E

YV (74)

N!
A N ) A L T 75
n1!n2!...| 15[ 7 V2 (75)

[P (n1, na, .. )|2 =

Because the values |Y;.s|? give us the probabilities for a single system

(see formula (72)), this expression corresponding to the Bose-Einstein

statistics coincides with that calculated by the ordinary probability theory.

In conclusion I would like to thank cordially Professor M. Born for

his interest in my work and the International Education Board, which
made this work possible.
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In old quantum mechanics the adiabatic theorem established by Ehren-
fest had the meaning that the quantized action variables J = nh are
invariant relative to an infinitely slow (adiabatic) change of a mechan-
ical system.! From this one can guess that if the system is in a state
with definite quantum numbers before the adiabatic change started, then
after the changes it will be characterized by the same quantum numbers.

The adiabatic theorem in new quantum mechanics has analogous
meaning. If we enumerate the states of a system with numbers corre-
sponding to the energy levels, the adiabatic theorem holds claiming that
if the system was initially in a state with a definite number, then after
the adiabatic change the transition probability of the system to be in
the state with a different number would be infinitely small, although the
energy levels after the adiabatic interaction could differ from the initial
levels by finite values.

The adiabatic theorem was transferred into new quantum mechanics
by one of the authors? already in 1926. Nevertheless, the proof given
there and also the proof by Fermi and Persico® are mathematically not
indisputable. Both proofs consider only the case when at an adiabatic
change none of the frequencies vanish, i.e., no degeneration takes place.
So there was no generalization, which was already performed for old
quantum mechanics by M. von Laue.*

In this paper we try to give a proof which is more general and more
satisfactory from the mathematical standpoint.

IThe literature about the adiabatic theorem in old quantum mechanics is given
at the end of this paper. (M. Born and V. Fock)

2M. Born, Das Adiabatensatz in der Quantenmechanik, Zs. Phys. 40, 167, 1926.

3E. Fermi and F. Persico, Il prinzipio delle adiabatiche e la nozione de forza vivo
nella nuova meccanica ondulatoria. Lincei Rend. (6) 4, 452-457, 1926.

4M. v. Laue, Ann. Phys. 76, 619, 1925.
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81. We consider a mechanical system with the energy operator con-
taining time explicitly and changing with time slowly. We express this
slowness in a way that the time dependence will be

t
H = H(s); $= 7 (1)

where T is a large parameter with the dimension of time, and the deriva-
tives by s of the coefficients in the operator H and in its eigenfunctions
must be finite.

The eigenfunctions of the operator H(s) are

¢1(g,5), 2(¢,5),-.- -
They satisfy the equations
H(S) San(qv 8) - Wn(s) (Pn(q, S) : (2)

Because this equation contains time (as a parameter), we can multiply
the eigenfunctions by arbitrary phase factors containing time. We can
fix these phases by the condition that each eigenfunction is orthogonal
to its time derivative

[ enta.s) 2 ota) da=o. Q

(o(q) is the density function in g-space). Then the eigenfunctions are
defined up to a constant phase factor.

Together with the eigenfunctions of the energy operator let us con-
sider a system of functions

wl(q?t)’ ’(/)2((],'6), DR
which satisfy the Schrédinger equation

h O¢y,
H%Jr? ot

=0 (4)
and coincide with ¢, at t = 0:

wn(Qa 0) = @n(q’ 0) . (5)

The systems of functions 1,(q,t) are normalized and orthogonal for
each t.°

5V. Fock, Uber die Beziehung zwischen den Integralen der quantenmechanis-
chen Bewegungsgleichungen und der Schrodingerschen Wellengleichung, Addenda,
Zs. Phys. 49, 323, 1928. (See also [28-2] in this book. (Editors))
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82. Now we go over from eigenfunctions to matrices. We can con-
struct the matrices using three complete sets of eigenfunctions:

¥n(q,0) = ¢n(q,0), (a)
©n(q,s), (b)
VYn(q,s) . (c)

We indicate the matrices formed by the set (a) by the superscript °,
those formed by the set (b) by the superscript ® and those formed by the
set (¢) by no superscript. For instance, we write

H%f=/¢%@ﬁ)H®)%x%®Qd% (6a)
wz%mzﬂmfa/@u%@H@n%@@gd% (6b)
Hﬁn:i/dﬁx%t%H@)wﬂqJ)gdq- (6c)

The representation (a) has the property that time-independent matrices
will correspond to constant (explicitly independent on time) operators;
in the representation (b) the energy matrix has the diagonal form and in
the representation (c¢) the equations of motion have the form:

g=+ (Hq—qH),

SHRSH

(7)

(Hp-pH).

—
P=7%

The transition from one representation to another can be done by a
unitary matrix that we shall call U,V and Y. (As usual we will call Ut
the “transposed-conjugate” or “adjoint” matrix

UJVLTL = U:;m ’

so the matrix U is unitary if it satisfies the conditions

vut=1, U'U=1.

© 2004 by Chapman & Hall/CRC



72 M. Born and V. Fock

The matrix representation of H°, W and H of the operator H is con-
nected by the equations

H=U"H"U, (8ac)
W=V H'V, (8ab)
H=Y WY. (8bc)
The matrix Y can be expressed through U and V as follows:
Yy =VIU. (9)

All these relations can be easily verified using explicit expressions for the
matrix elements

Vion = [ ©5,(¢,0) ¢n(q,s) o dq, (10)

§3. As it was indicated by one of the authors,® the entries Y.,
have the following physical meaning. The square modulus |Y;,,|? is the
probability that the mechanical system, being at ¢ = 0 in state n (having
the energy level W,,(0)), will be in state m at time ¢ (having the energy
level W, (t/T)). This meaning of |Y,,,|?> follows also from the Dirac
statistical equation, which was recently shown by the second author.”
The adiabatic theorem states now that at an infinitely slow change of
the system, i.e., at an infinitely large value of the parameter T in (1),
the transition probability |Y,,,|? (m # n) (which is the function of time)

remains infinitely small even for finite values of s = T

We will prove this statement under some restrictions investigating
the differential equation to which the values Y}, satisfy.

84. First let us establish the differential equation for the transfor-
mation matrix U.

The matrices ¢ and p satisfy the equations of motion

i
= (Hq—qH
q h( q—qH),

i
h

SM. Born, The Adiabatic Principle in Quantum Mechanics, Zs. Phys. 40, 167,
1926.

V. Fock, Verallgemeinerung und Lisung der Diracshen statistischen Gleichung,
Zs. Phys. 49, 339, 1928. (See [28-3] of this book. (Editors))

(7)

p=-(Hp—pH)
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and the constant matrices ¢° and p” are connected with p and g by the
relations
¢=U"¢"U,
(11)
p=U"p°U.

The connection between the representations of the energy operators H
and HY is
H=U"H'U. (12)

Now we use the expressions for ¢,p and H through ¢°,p° and H® and
calculate the derivatives ¢ and p:

g=U"QUu+Ut LU,
p=UpU+U p°U.
Because UTU = 1, we have
Ut =-utuut
and, therefore,

G=U-UU ¢+ U U U,

. ) (13)
p=U'-UU p°+p° U U U.
Otherwise, due to the equations of motion,
q:%UT o qO_qO O U,
. (14)
p:% Ut H p° — PO HO U
Let us denote by K° the Hermitian matrix
h .
K'=H'+-U U, (15)

i
and compare expressions (13) and (14); then we come to the equations
KO qo_qo KOZO,

(16)
KOpO_pO K0 =0.

The matrix K° commutes with ¢° and p°. Then, if ¢° and p° form an
irreducible system of matrices, the matrix K° must be a multiple of the
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unity matrix, and we can put it simply equal to zero. Then for the
transformation matrix U, we get the equation

h .
~U+H°U=0, (17)
i
which is nothing else but the Schédinger equation in a matrix represen-
tation.

If the matrices ¢° and p° are not constants as stated before, they

would satisfy the equations of motion

(K° ¢"—¢" K°),

St .

(18)
(K° p° —p" K°)

ST

with the “Hamilton matrix” K% The considerations of this section also
contain the theory of general (time-independent) canonical transforma-
tions of the quantum mechanical equations of motion.

§5. From the differential equation (17) for the matrix U it is easy to
get a corresponding equation for the matrix Y. We have

Y =VIU
and
Y=VIU+VIU. (19)

If we now express HY in (17) using (8ab) through the diagonal matrix
W, then we have

h -
ZU+VWVTU:0
or

Uz—%VWY. (20)

On the other hand,
U=VY. (21)

Putting expressions (20) and (21) for U and U into (19), we obtain
Y:—%WY+VTVY, (22)

i.e., the needed differential equation.
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Here the superscript points mean (as usual) the time derivative. Now

instead of time we want to introduce the quantity s = T from formula

(1):

dYy iT av't ,
Further we introduce:
dyt dy
- i V=5V 2
Q 1 I V=iV 5 (23)

Because the transformation matrix V' is unitary, the matrix @ just in-
troduced is Hermitian. Its entries can be expressed through the eigen-
functions of the energy operator:

. Ien(g; s
s
We note that due to normalization (3) of the eigenfunctions ¢, (g, t)
all diagonal elements of the matrix ¢ vanish.
Now we want to find another expression for the elements of Q). Let
us differentiate equation (8ab) by parameter s. Then we get
AW dvt

dv dH°
A N = AU VAR A B = (U | i
ds ds + ds e ds

In the representation where the energy matrix is diagonal, the expression

dH°
I%al P V' is the matrix for s-derivative of the energy operator; for
s

V. (25)

brevity we denote it H "

dH°
H=vI—"vVv. 26
I (26)
Now from (8ab) it follows
HV=VW,; viH =W VT, (27)

If one puts (27) into (25) and takes into account the differential equations
(23) and (26) for @ and H’, then

aw

ds
We consider now the nondiagonal element of matrix (28). Because W is
diagonal, from (28) for m # n it follows

1Qun Wy, — W)+ H.,,, =0

=i(QW-—W Q)+ H. (28)
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or ) H,
1
mn — - mn 5 29
@ W — W, (29)
where H/, has the meaning
/ . oH
H’rrm = /(pm E $n O dq . (30)

For m = n as we already established, Q,,, = 0.

It should be noticed here that @Q,,, remains finite also in the case
when for some special value of s the difference W, (s) — W,,(s) vanishes;
this follows from expression (24) for Q.

Let us return to the differential equation (22) for the matrix Y,
which we will write now in the form

dy T

If we rewrite (31) for matrix elements, then we get a system of equations

dYmn T .
k

ds h

We consider also the system of equations®

dym iT .
K:_?Wm ym"‘lzk:ka Yk - (33)

Let us take into account that due to (5) and (10) the matrix ¥ at ¢ =
0,s = 0 is a unity matrix; then we can consider the matrix elements of

a column
len7Y2n7- Ymn

as such a solution
Y1, Y2, -« -Ym - - -

of the system of equations (33), which satisfies the initial conditions
Ym = Ymn = Omn for s=0. (34)

The quantities y,, are uniquely defined by the differential equations (33)
and the initial conditions (34).

8See footnote”; compare formulas (18) and (19) and theorem 1. (M. Born and
V. Fock)

© 2004 by Chapman & Hall/CRC



28-4 Proof of the adiabatic theorem 7

86. Now we want to indicate the method for solution of equations
(33). We put for brevity

1 S
wr(s) == | Wi(s) ds, (35)
2

and introduce in (33), instead of yj, new variables
cr = yp €Tk (36)
The quantities ¢ satisfy the differential equations

dem
gzzgpmk CL , (37)

where for brevity we denote
P?nk = ka eiT(wmfwn) . (38)

The difference of new equations from the original ones is first that now
the coefficient at ¢, is equal to zero, whereas the coefficient at y,, is
proportional to a large parameter T'; second, that P,,; loaded with the
large T in the exponent oscillate rapidly, whereas @i are slowly varying
quantities.

Now we denote by ¢mn(s) those solutions of (37) that satisfy the
initial conditions

i.e., the quantities ‘
Con(8) = Yoy e Tem (40)

Their square moduli are equal to those of Y,,,, so they are transition
probabilities.

As it can be easily checked, the differential equations (37) with the
initial conditions (39) are equivalent to the system of integral equations

Cmn(8) = dmn —l—iZ/Pmk(a) Ckn (o) do . (41)
ko

One can solve these integral equations by iterations. As the zero approx-
imation, we can put

0
O

© 2004 by Chapman & Hall/CRC



78 M. Born and V. Fock

and in the first approximation as the result of inserting the zero approx-
imation into the right-hand side of (41), one gets

S

e =5 +i/Pmn(J) do
and generally
eV =G +i Z/Pmn(o) c,(clgl)(a) do . (42)

As the final result, we obtain an infinite series

+ ooiksds Skds, ...32 ds1 |P(sk) P(sg—1)...P(s1)] . (43)
kz_l‘g k[ k—1 [ { k k Lm

Up to now we did not take into account the convergency considerations.
To ensure the convergency of the method, we have to introduce prelimi-
nary requirements on the matrix P(s) to be absolutely restricted? for all
s and a constant-restricted matrix M can be found that is a majorant:

| P (8)] = |Qmn(8)| € Minn;  (Mpn) restricted. (44)

Then'® the majorant system of equations

dbir,
ds = ZMmk bkn ) (45)
k

9A matrix (Pmn) is called restricted if for each system of numbers zn,yn that
satisfies the normalization conditions

Dlanl?=1; > |ual* =1,
n n

the double sum
Z Pon Tm Yn
mn

converges and its absolute value stays within some limit independent of the choice of
Tn,Yn. The matrix is called absolutely restricted if the matrix consisting of absolute
values |Pmn| is also restricted. (M. Born and V. Fock)

10W L. Hart, Amer. Journ. 39, 407-424, 1917.
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with the initial conditions

possesses the solution
sM o 5" k
k=1

which presents the uniformly convergent series in powers of s. It is easy
to see, replacing in (43) P, by My, that the absolute value of each
term of the series (43) is no larger than the corresponding term in the
series (46). From this it is immediately clear that conditions (44) are
sufficient for the convergence of series (43).

Whether the matrix Q,,, in some problem is really restricted, one can
decide using the following (sufficient) criteria: according to the theorem
by Schur!! it is really the case if the series

o =3 Q] (47)
k

converges and remains independent of m within a limit. According to
(29) for Qmn, this series is equal to

' |H7/nk|
=y 48

where the prime means that the term with £ = m is omitted.
Now if we accept that the set

! 1
=2 W w

converges, and denote by 3, the expression
;2 0H
p Ek ‘ mik / ‘ i

then we can estimate the sum z,, using the Schwarz inequality

Zm = /O B - (51)

11]J. Schur, Restricted Bilinear Forms, Crelles Journ. 140, 1, 1911 (Theorem I).

2
o dq , (50)
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Thus, we obtain the following sufficient condition for the matrix @ to
be absolutely bounded: the product «,, B, should lie within a limit A
independent of m:

Qm B < A . (52)

When the eigenvalues W, grow proportionally to n, which is the case for
a harmonic oscillator, the set (49) converges and its sum remains smaller
than a number independent of m. Then for @) to be absolutely bounded
it is sufficient for §,, (50) to be finite, which always will be the case if
the time derivative of the perturbation energy is a limited function.

If a mechanical system is restricted by a volume so that the g-space
is finite, then for a single degree of freedom the eigenvalues W,, grow
proportionally to n?. Then «,, decrease as 1/m?, and for @ to be abso-
lutely bounded it is sufficient to admit that (3, increase not faster than
proportionally to m?2, which is the case for a very general assumption
about the perturbation energy.

87. Now we come to the initial problem: the proof of the adiabatic
theorem. We must prove the following: if the parameter T' [formulas
(1), (27), (32) and (34)] is sufficiently large, then the square moduli
|Yyn|? = |emnl|? for finite s differ arbitrarily little from their initial values
Omn- The exact conditions needed for the theorem to be valid will be
formulated later.

Next we formulate the Lemma:

Lemma. If in the interval 0 < s < s the following assumptions are
fulfilled:

1. The following inequality is valid:

|an(3)‘ = |Pmn(5)| < Mpn -
2. Within the interval each function (frequency)

dw,, dw,
— —— = 2TVmn(s
ds ds T (5)
has maximally N; zeroes of maximally the r-th order (i.e., for degener-
ated states of a mechanical system) and in the vicinity of the zero point

sp the estimation is valid

1 < A
27 vmn(s)] |5 —so|"

3. The real and imaginary parts of the function

Qmn(s)

Vinn(8)
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are piecewise monotonous; the largest number of segments where they
are monotonous is Ns.
Then the estimation is valid:

/

/06 Pon(s)ds

[4A
< 4AMpn (Ny 4 Ny) T (53)

The proof of this statement will be given in the Appendix.

Using this Lemma it is easy to prove the adiabatic theorem.

We perform the first integration (over s1) in the k-th term of the set
(43) and estimate the result using formula (53).12

We do the remaining integrations replacing P, by M,,,. Then we
get

s
/ an(s) eiT(wm_UJn) ds
0

|Comn — Opn| < 4 (N1 + No) "t/ 14 > SL(M’@)M =
T & (k—1)

ri1]4A dbyn
= 4(N1 +N2) W T dS 3 (54)

" is the derivative of the solution (46) of the auxiliary equa-

where

tions (45)% This quantity is finite for finite s just as the factor of the

radical in (54); however the radical tends to zero for infinite T.
Therefore, we have proven a mathematical theorem:

Theorem. If the matrixz Q is absolutely restricted and all the conditions

for finite s and infinitely large T are valid, the difference cppn — Omn has

the order T~ 7+1:

1
Cmn = Omn + O <T_T+1) . (55)

Thus, this difference tends to zero when T grows infinitely.!
It follows directly from this theorem that the probability of the tran-
2
sition n — m to another energy level is of the order of magnitude T~ #+1:

2
‘Ymn|2 = |Cmn|2 = O(T7T+1) 5 (56)

120ne should keep in mind that Qny is zero. (M. Born and V. Fock)
13The notation z = O(«) means that z is of the order of a. (M. Born and V. Fock)
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1.
or, e.g., of the order T2 if none of frequencies v,,,, vanish in the course

of adiabatic evolution.
Using the normalization relation

> Yol =1
n

for the probability |Y;,,|? for the system to stay in the same state m,
we obtain the expression

|Ymm‘2 =1- Z |Ymn‘2 =1- O(T T—H) . (57)

This probability differs from unity by the quantity of the same order
T+,

Up to now we considered as the initial state the “sharp” (pure) one,
i.e., that at time ¢ = 0 the system is in the state W,, with the probability
1, whereas all the other states have the zero probability. If, on the
contrary, at time ¢ = 0 all the energy levels W,, are populated with the
probabilities |b,|2, then we calculate the probabilities |b,, |2 of different
levels at time t using the formula

m

From (55), we have

and, therefore,

, o 1
|bm|2=|bm2+O<T r+1> if by, #0,

(60)

/

2
|bm|2:o<T‘r+1> if by =0.

Thus, the deviation of the probability |b,, |2 of state m from its initial
value |b,, |? is of different order whether its initial value is zero or nonzero,

and actually in the first case it is generally'* smaller, i.e., of a higher
order of 1/T.

4 Compare on the contrary formula (57). (M. Born and V. Fock)
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Finally, we would mention that the adiabatic theorem can be valid in
cases for which it was not proven here. As an example we can present a
perturbed harmonic oscillator considered by one of the authors,'® where
matrix () is not restricted and the method considered in §6 is not appli-
cable.

Appendix

Proof of the Lemma in §7

To estimate the integral

/an(s) e T(Wm=wn) g
0

we denote briefly the real or imaginary part of the function Qnn(s) by
f(s) and the difference wy,(s) — wy(s) as g(s) and consider the integral

S,
J = /f(s) eT90) s .
0
We split the integration interval in two groups F; and Fs of segments,
namely, the first group is the vicinities
ap—e<s<aqp+e¢

of the zeroes ay, of the derivative g/(s) and the second group is the other
parts of the segment (0, s ).
Evidently, the integral over E;

Ji = /f(s) e T90) (s
B,

satisfies the inequality

| <M /ds —2MNe
Eq

15V, Fock, Uber die Beziehung zwischen den Integralen der quantenmechanischen
Bewegungsgleichungen und der Schrodingerschen Wellengleichung, Zs. Phys. 49,
N5-6, 323-338, 1928 (this book [28-2]). Here the perturbation energy for x — oo
diverges as 2. (M.B. and V.F.)
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where N is the number of zeroes ay, of the g’(s) and M is the maximum
of the absolute value of f(s).
We write the integral over E5 in the form

_ [ LG ey Lrig) ds
J E/2g,(5) g'(s) ds .

1
In Es the ﬁ is finite, whereas in the vicinity of the zeroes ay we can
g'(s
estimate
1 A

< =.
lg’(s)] e
Now we apply the second averaging theorem of the integral calculus

7M$M@@—¢@X7M$@+wW)7¢®d&

alo<f
with £(5)
e(s) = 705)
and
¥(s) =g'(s)cos [T g(s)]

(s) =g'(s)sin[T g(s)]

to each of the Ny intervals where f/(<s)> are monotonous, then due to
g'(s
M A
1)
g'(s) &
and
o2 ) 92 . 9
o g as| = | [ 179 ag] < 7
o1 91
we come to the inequality
8M A
J: .
2] < er'T 2
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Together with the inequality for the first integral we get

8M AN,

[T] <2 M Nie + ——

Up to now the choice of € remained arbitrary (it should only be small).

Now we choose 1

_(4ANr+1
= (7)™

and then we obtain the estimate

[4 A
|J| < 2M(Ny + No)™+! -

The imaginary part of Q,,,(s) can be taken into account simply by
multiplication of this formula by a factor 2. So formula (53) is proven.
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1. The application of the so-called improper functions in quantum me-
chanics, e.g., the function 6(x — y), originally introduced by Dirac [1],
does not meet minimal requirements of mathematical rigor. Sometimes
it is not even clear what is meant by a particular mathematical relation
expressed in terms of these functions. Certainly, the simplest way to gain
some level of rigor is to avoid the use of improper functions, which is
quite possible due to the notion of the Stieltjes integral. It was the way
that J. von Neumann [3] followed. On the other hand, it is sometimes
very convenient to apply improper functions, and the authors of many
valuable works make wide use of them. The correct use of the improper
functions, despite the lack of rigor, leads to true results. This can be
explained only by the fact that manipulations with these functions are
essentially legitimate and contain nothing paradoxical, and, in an ap-
propriate formulation, they can be made rigorous in the mathematical
sense.

2. Let K be a linear operator. If the action of K on a function f can
be represented in the form

Kf(z) = / K (z,y) f(y)dy,

we call K an integral operator and K (z,y) the kernel of K.

Any “improper” function in quantum mechanics appears as the kernel
T(x,y) of an integral operator T' which has no true kernel. The statement
that an improper function T'(z,y) is the limit of a sequence T, (x,y) of
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usual functions, strictly speaking, makes no sense. The absence of the
limit is just the reason why the function T'(x,y) is “improper.”
If we are given a sequence T, (x,y) of usual functions such that the
limit
lim T, (z,y)

n—oo

does not exist, but the expression

Jim [ To(z,y) f(y)dy (1)
makes sense for a certain class of functions (e.g., for the square inte-
grable functions, continuous functions or functions with a finite number
of discontinuities, or the functions with continuous derivatives up to a
certain order, etc.), we denote the latter expression by

/fmwmwy

where T'(x,y) will be an “improper” kernel or “improper” function.
Thus, the equation

Jin [ e f0)dy = [ T f0)dy @)
is the definition of the improper kernel T'(z,y). Consequently, the ex-
pression T'(x,y) is not a function but only a concise notation of a certain
passage to the limit.

If the result of the action of an operator T on a function f(x) can be
represented in the form (1),

i [ T ) f()dy = Tf(2), 3)
then we call the symbol T'(z,y) in (2) the “improper kernel of T” and
the functions 7T,,(x, y) the “approximate functions” for this kernel. From
the above discussion it is clear that the latter notation should not be
taken literally.

Obviously, the sequences T),(x,y) can be chosen in different ways.

Suppose we are given two sequences T, (x,y) and T/ (z,y). Let these
sequences define the same improper function. This means that, for any
admissible function f(y), the following relation holds:

lim [ T, 9) [ (y)dy = nlLrgO/Té(x,y)f(y)dy~ (4)

n— o0
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The improper functions T'(x,y) and T'(z,y) should be regarded as equal
only if the expressions of the form (3) (or the corresponding operators)
are equal but not if the limit

lim [T, (z,y) — T;,(z,y)]

n—oo

equals zero. The latter limit may even make no sense. For example, the
symbolic equation

(z—y)o(z—y)=0 (5)

does not imply that §(xz — y) = 0 for = # y (since J is not equal to any
quantity at all, § is not a function) or that

lim 6, (z —y) =0,

n—00

but follows only that, for any admissible f(y),

/ (z— 9)3(z — 4) f(y)dy = 0, (6)

or, in more detail,

lim [ (z —y)on(z —y)f(y)dy = 0. (7)

n—oo

Similarly,

<§x+aay>5(ac—y):0 8)

does not mean that the approximate functions 4, (x,y) actually depend
only on the difference (z — y) but means only that

6§n(I, y) + 3571, (l’, y)
ox dy

Jim } f(y)dy = 0. (9)
If expressions (5) and (8) are regarded simply as a short notation for
quite cumbersome formulae (7) and (9), then it is possible to use them
safely, without any risk of going into contradiction. However, if we want
to make these arguments rigorous, every time we must justify the passage
to the limit n — oco. For this, it is necessary to study the specific features
of the sequence that defines the improper function in question and to
determine the functions for which the expressions of type (9) and (2)
make sense.
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3. The kernel of an operator can be obtained by applying this operator

to the kernel of the identity operator, i.e., to the Dirac function é(x —y)

[4]. A sequence of approximate functions T, (z, y) for the improper kernel

T(z,y) can be constructed by applying the operator T to approximate

functions of the identity kernel §(x,y). Therefore, different types of

approximate functions for the Dirac function § are of special interest.
The function é can be defined by the following equations:

b
lim [ 0n(z,y) f(y)dy =0, (10)

n—oo
a

if 2 does not belong to the interval (a,b), and

b

lim /5n(x,y)f(y)dy = f(x), a<z<b (11)

n—oo
a

for any function f(x) satisfying certain general conditions.!

Consider the sequence of functions
On(@,y) = > or(@)Pi(), (12)
k=0

where @ (y) is a closed orthonormal system of functions and @ (y) is a
complex quantity conjugate to ¢ (y). This sequence satisfies conditions
(10) and (11). Therefore, expression (12) can be regarded as an n-th
approximate function for the Dirac function é(z, y).

If i are the eigenfunctions of the operator T with eigenvalues A,

T(pk = )\kgak, (13)

then expression (12) is the kernel of the identity operator corresponding
to the Neumann’s “partition of unity” (Zerlegung der Einheit) for the
operator T

The expression

To(z,y) = > Meor(2) By () (14)
k=0

IThese conditions can precisely be stated only if a specific sequence on(z,y) is
known. For the sequences of type (12), these are the conditions under which the
function f(z) can be expanded into the corresponding series. (V. Fock)
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is then the n-th approximate function for the improper kernel T'(z,y)
of T. Due to this property, sequence (12) is especially convenient since
this sequence can be adapted to any specific problem. Note that, in
some instances, the limit of expression (14) can exist as n — oo, and
then it makes sense to speak of the kernel of T" in the true meaning. For
example, if T is the inverse to a differential operator L, so that

F(z) =Tf(x)

implies that
f(z) = LF(x),

then, in general, the kernel of T exists and is equal to the Green’s func-
tion for the differential operator L. In this case, expression (14) coincides
with the first terms of the expansion of the Green’s function in the eigen-
functions.

If the operator has a continuous spectrum in addition to a discrete
one, then expression (12) contains an integral along with the sum. For
example, if a continuous spectrum is 0 < A < oo, then we can take

5 QL‘ yYs 1, /\ Z Spk <Pk (y) + 90(337 /\)5(2% /\)d/\ (12*)

Ot~

After integration in (12) and (3), not only n but also A must be increased
to infinity. In this case, the expression

A
T(e,y;n,)) = Zwk Pi) + [ Mol NpuNar (1)
0

plays the role of an approximate kernel of the operator T

4. Now we consider several examples of approximate functions d,,(z, y).
For the operator

T=—— (15)
with a continuous spectrum, we obtain

o(z,\) = 7 e (16)
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The expression

5,y _7)\ o _sin%(aj—y)
S\

has all properties of an approximate function for the Dirac d since it is
known from the theory of the Fourier integral that

b
1 [sin22(z—y)z—y 0 if  is outside of (a, b).
/ . (y)dy = { (@)

f flz) it a<az<bd.

a

For the Fourier series in the interval (0, 1),

(pn(w) _ e27rimc7 (18)
we have
Se.0) = Yo pr(@) = Y ety - ATDTE )
wY 77nwkx<pky 77n6 N sin(x — y) '

The next example is given by the following orthonormal system of func-
tions on (—o0, +00):
1 e 2 H,(x
on(z) = 5= 7),
JT o /2nn)

where H,,(z) is the Chebyshev-Hermite polynomial.
The finite sum

(20)

5ue) = 3 n(@)Pav) (21)

can be represented in the following integral form:

1 1 @-»?  @tw? (v+1\" dv
6’!1 ) - N N v v 22
() \/EQM/G ’ ’ <v—1> 2\/v (22)

taken along the contour going around the point v = 1 in the positive di-
rection. For infinitely increasing n and finite x and y, or, more precisely,
for

r? < 2n, y: < 2n as n — oo,
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this implies the asymptotic expression

dutay) = XY 0 (\}ﬁ) 7 (23)

which obviously has the required properties (10) and (11) [5].

In all examples in question, approximate functions for z # y and
n — oo do not tend to zero but only oscillate increasingly stronger,
which confirms all that has been said about the sense of formula (5).
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29-2
On the Notion of Velocity in the Dirac
Theory of the Electron

V. Fock

Leningrad

Zs. Phys. 55, N2, 127, 1929

1. The wave equation for an electron according to Dirac reads as'

(PO + a1 Py + as Py + asP3 + a4mc)1/1 =0, (1)
where
h 0
Po=pi+ fAr= oo+ A (k=0,1,2,3),
¢ 2mi Oz, ¢ (1%)

Tg=ct, X1 =, T2=1Y, IT3=2.

The electron charge is denoted here by —e; A, As, A3 are the compo-
nents of the vector potential, Ay is minus the scalar potential.
Equation (1) can also be rewritten in the form

hoop
Hy + 5= =0, 2)

where H is the Hamilton operator
H=cAy+ c(Py+ a1 Py + asPy + asPs + agme). (3)

We assume that the four matrices aq, as, a3, iy are Hermitian and there-
fore the operator H is self-adjoint.
The so-called equation of motion for an operator F is

dF _OF  2mi

= or T HF —FH). (4)

1P.A.M. Dirac, The Quantum Theory of the Electron, Proc. Roy. Soc. London
A 177,610, 1928; 118, 351, 1928.
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This equation expresses the following mathematical fact.? If one con-
structs a matrix ||Fy,,|| using a complete system of solutions of equa-
tion(2), the time derivatives of the matrix elements

Fon = [ By Fudadyd: (5)

are equal to the corresponding matrix elements of the right-hand side of
(4), ie.,

dFn oF  2mi

=<¢{—+—(HF—-FH . 6
Equation (4) also has the following physical meaning. If F' is an operator
corresponding to a classical quantity, equation (4) yields the operator
corresponding to its time derivative.

2. One may ask why time plays a preselected role in our formulae,
while in the relativity theory coordinates and time enter formally sym-
metrically. This speculation can be easily clarified.

The relativistic symmetry between coordinates and time is valid as
far as one does not distinguish between real and imaginary quantities.
In fact, time (and all time-like variables) differs from coordinates by the
sign in the fundamental metric form and plays a rather preselected role.

We would like to discuss this problem in more detail by considering
the eigenfunctions problem for the operator F'.

In formulae (2-6) we have chosen time as an independent variable
and all operators and their eigenfunctions depend on it only as on a
parameter. The domain of action for the operators is therefore an infi-
nite space, i.e., a certain domain defined by the space variables; in other
words, it is the integration domain in formula (5). On the boundary
of the domain the eigenfunctions should satisfy certain boundary condi-
tions. If we choose the coordinate x as an independent variable, all the
operators should be expressed via y, z and ¢, while z should be consid-
ered as a parameter. The action domain of the operators turns into a
certain space-time domain. But now the boundary conditions for such a
domain are of completely different character than the ones for a purely
spatial domain. For example, they can be given only on part of the
boundary and the eigenfunction problem cannot be formulated in this

2See Uber die Beziehung zwischen den Integralen der quantenmechanichen Be-
wegungsgleichungen und der Schrédingerischen Wellengleichung, Zs. Phys. 49, 323,
1928 (and [28-2] in this book (Editors)). The results of this paper are directly appli-
cable to the Dirac wave equation as far as the operator H is self-adjoint. (V. Fock)
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situation. In other words, this difference is the difference between the
elliptic and hyperbolic differential equations.

We see therefore that time plays a role quite different from the role
of coordinates both in the relativity theory and in quantum relativity
theory.

Here we are going to make a short remark about the notion of proper
time. Classically the proper time is defined as the length of the world
line of a particle. In the quantum theory the notion of the path of a
particle makes no sense and the definition of the proper time is therefore
impossible.?

3. Consider now the equations of motion. According to formula (4)
the operator corresponding to the derivative of a coordinate xj, by time,

da:k
i.e., the velocity —, is
Yt

dx
Ef:am (k=1,2,3). (7)

As is generally known from the Dirac theory, the components of the
current density vector are

jk = 60@0%1/). (8)

This formula is in complete agreement with the interpretation of the
operators cay, as representing the three-dimensional (but not four-dimen-
sional) velocity. On the other hand, this interpretation is related with an
essential difficulty. The eigenvalues of this operator are +c¢. One comes
therefore to a paradox that the measurement of each velocity component
can give only the values 4-c. Breit* tried to give a physical meaning to
this result, which he obtained in another way;® however, his speculations
do not seem to be very convincing to the author.

3The statements by Eddington (The Charge of an Electron, Proc. Roy. Soc. Lon-
don A 122, 358, 1929), taken in his eqn. (11), are obviously based on a mistake.
(V. Fock)

4G. Breit, An Interpretation of Dirac’s Theory of the Electron, Proc. Nat. Acad.
Amer. 14, 553, 1928.

5Breit interpreted oy as \/ 1-— Z—;, which surely cannot be justified; cf. formula
(16). (V. Fock)
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4. Consider now the four-dimensional velocity, which has classical com-
ponents
_ @ — Y
Ul—\/_ﬁ; v?*\/il_ﬁv
2 2
V3 = z > Vg4 = L > -
Vi V=
-2 2

According to classical relativistic mechanics these components can be
expressed in terms of the components of the momentum p; and of the
four-potential Ay:

(9)

1 e
vg = —— (p;c + fAO) . (11)
m ¢
They satisfy the equations of motion (the charge is —e):

meL = —£(y9, — 19,) — e€,,

d'l)2

m-g = _%(th: - xf)z) - €€ya (12)
ms = —<(i§, — y9H,) — €.,

me o = —e(i€, + Y€, + 2€,). (13)

The question arises whether we get correct quantum operators for
the four-velocity if we just substitute py in (10) and (11) the ordinary
operators QLM %. It seems that the answer to this question is affirmative.
First, operators (10) have continuous spectra in the interval from —oco to
+00, and the absolute values of the eigenvalues of the operator for vy%
are greater than or equal to unity.” These domains of values coincide
with the ones for the classical four-velocity. Second, if we apply the
equation of motion (4) for P, = mv;, P, = mvy and use the expression
for the fields

__10A; | 8Ag
E, = -5+ Fre and so on ,
(14)
_ 8143 _ 8142
He = By P and so on ,

8Given by formula (16). (V. Fock)
"The proof is given in Appendix. (V. Fock)
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we obtain
= —e(29: — a39y) — €€y,
dd% = —e(a39y —a19.) — e€y, (15)
dd% = —e(a19y — 29,) — eC,.

The operator for the time component can be obtained by eliminating Py
from (11) using the wave equation. We get

1
the operator for vog = G = ay + — (1 P1 + asPs + a3 P3). (16)
me

Substitution of (16) into (4) gives after a short calculation

m02§ = —ec(a1€; + a2y + a3€,). (17)
The quantum-mechanical formulae (15) and (17) are complete analogues
of the classical formulae (12) and (13). The former transform into the
latter if we let P, = muy, cay = T, G = vg.
The results obtained seem to show definitely that we have obtained
correct quantum-mechanical operators both for three- and four-dimen-
sional velocities.

5. In the above, it was implicitly assumed that operators (7) on one
hand and operators (15) and (17) on the other hand correspond to the
three- and, respectively, four-dimensional representations of the same
physical quantity, namely, the “velocity on the electron.” It turns out
that this assumption has absolutely no grounds and that one deals here
with different physical quantities.

According to classical mechanics the three-dimensional speed can be
expressed via the four-dimensional one and vice versa. There is also the
relation 1 1

1—072(j;2+92+22)=%. (18)
On the other hand, there exist the following rules for ordering operators
of physical quantities:

a) The square of a quantity corresponds to the operator for this
quantity applied twice.

b) The reciprocal quantity corresponds to the inverse of the corre-
sponding operator.

¢) If the operators of two quantities commute, the sum of these quan-
tities corresponds to the sum of their operators.
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Now we have convinced ourselves that the operator G corresponds
to the quantity vg. Therefore it follows, applying the rules a) and b) to
the right-hand side of (18), that

1 -2
TR (19)

Assume that the operators cay, correspond to the quantities @,. Then
their squares are equal to ¢ and are obviously commutative. Therefore
from our rules it follows that the operator corresponding to the left-hand
side of (18) is —2 (the multiplication by —2):

:1‘72+y2+22

1- 2

— =2, (20)
which is obviously absurd.

We have shown therefore that the operators cay and vy correspond
to different quantities. What notions could they be? It follows from the
physical sense that the operators v; can correspond to nothing but the
mechanical four-velocity of the electron as a “charged point” and which
we would like to interpret as a corpuscular velocity. Concerning the
operators cayg, they should correspond to such a triple of quantities for
which there would be no sense to sum their squares. One such triple of
quantities is given by mutually perpendicular components of the speed
of a wave propagating in all directions with the light speed ¢. Owing to
the relation of the operators cay to the usual velocity of the electrons
(e.g., appearing in the equation of motion) it can be only the de Broglie
wave, which is known from the relativistic Dirac equation to propagate
with the speed ¢, and not with the superlight speed %

We come therefore to the conclusion that it is the dual — corpuscular
and wave — nature of the electron which manifests itself in the difference
between the electron velocity operators.

6. It can be expected from all described above that one can find the
operator corresponding to the ordinary mechanical three-dimensional
(corpuscular) velocity. This operator — by the classical analogy — should
have a continuous spectrum in the interval from —c to +c and satisfy
equation (18) provided the squares of its components mutually commute.

We are going to show now that in the electrostatic case (in the ab-
sence of a magnetic field) it is easy to find such an operator.
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In classical mechanics the three-dimensional velocity z; can be easily
expressed via the four-dimensional one vy:

Vg

i = (k=1,2,3). (21)

Vo

In the electrostatic case, the operators for vy and vy are already con-
structed and we can use the relation (21) in quantum theory offhand.
We denote by V. the operators corresponding to @j. So we have

Vi = ikafl. (22)
m

To obtain the eigenvalues of the operators Vi, we will write down the
equation for their eigenfunctions:

1 _
—pGTf = N (23)
m
It follows from (23) that
1
—prf =AGf
m
and after substituting the expression for the operator G we get that
*pif = N (P + P +p5 +mc*)f.
For k = 1, one can write down this equation explicitly as

2\ 0%f  O0%f O%*f 4An’m?c?
( )aﬁ*wwz+aﬁ“h2f—& (24)

This differential equation has a finite constant in the whole space solution
i

if and only if the coefficient at 55 is negative. It implies that
—c<A<g, (25)
i.e., that the eigenvalues of the operators Vj, form a continuous spectrum

in the interval (—c¢, +c).
One can easily check that the operators Vi, V5, V3 satisfy the relation

1
@ﬁ—gﬁ+ﬁ+@ﬁ=L (26)

which corresponds to the classical relation (18).
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We see also that in the electrostatic case the operators Vi have
the desired properties and can be considered as representing the three-
dimensional corpuscular velocity of the electron. In the generic case the
translation of formula (21) into the language of quantum mechanics is
not quite clear; however perhaps it is not necessary since the operators Vj,
have no direct applications in quantum theory; our aim was to show only
that in three-dimensional consideration the corpuscular velocity and the
wave speed of the electron correspond to different quantum-mechanical
operators.

7. However, an analogy exists between the operators cay and Vj, that
we are going to follow now.

The main analogy consists in the behavior of both operators accord-
ing to the correspondence principle. Assume that the energy operator H
does not depend on time and construct the complete system of solutions

wk(zvyazat;En) (k: 132a3,4)

of the Dirac equation (2), which are the eigenfunctions of the energy op-
erator. Using this function, we can construct the matrix of the operator
corresponding, for instance, to the coordinate x:

4
S =3 [ HEw)0AE)dedyds, (21)
k=1

According to the correspondence principle, the matrix elements z,,,
should transform at a certain limiting procedure to the corresponding
term of the Fourier decomposition of the coordinate z considered as a
function of time. This limiting procedure goes as follows: both quantum
numbers® should tend to infinity and the Planck constant h should tend
to zero in such a way that the difference

n—m=—sS:8

and the quantity
nh=J

remain finite.?

8The simplest way here is to assume that the energy depends on only one quantum
number. (V. Fock)

9See, e.g., C. Eckart, Die korrespondenzmdfige Beziehung zwischen den Matrizen
und den Fourierkoeffizienten des Wasserstoffproblems, Zs. Phys. 48, 295, 1928.
(V. Fock)
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It follows from equality (6) that

Oz,
dt

4
== Z /Ek(Em)(al)klwl(En)dﬁtdydz. (28)

k=1

In the limit, the matrix element of the operator cay should coincide
with the derivative of the corresponding Fourier decomposition term
of the coordinate z, i.e., with the term of the decomposition of the
corresponding classical velocity.

Now we would like to demonstrate that the matrix elements of the
operator V; satisfy this limiting condition. For this purpose, consider
the difference

Bk = Vk — CO. (29)

‘We have
1 —1 ]- —1
B = —G (pr — mcGay) = %G (axH — Hay,)
or
th
By, = —a

k 47rmcG ag , (30)

where
o
g = %Z(Hak — o H). (31)

The matrix elements of the operators & are the derivatives of the ones
of ap and remain so after taking the limit. Since the operator G~1
remains (for all values of h) uniformly bounded, the matrix elements of
the operator G~! remain finite. The matrix elements of By, contain a
factor h tending to zero and also tend to zero.

We have demonstrated that in the limit the matrix elements of V},
coincide with the ones of cay; it also implies that the operator V}, likewise
satisfies the corresponding principle.

A further analogy between cay and Vj is that the four-velocity vy
can be expressed via these operators in a similar way. On the one hand,
we have

1
VE = i(GVk + VkG) (32)
and on the other hand

o, = g(Gak — Q). (33)
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There is also an equality
c
Vi = §(Vk04k + Vi), (34)

which shows that the operator V}, applied twice is a kind of “symmetric”
product of the operators V; and cay.

8. The results of our investigations can be summarized in the following
way.

A single classical quantity — the velocity of the electron — corresponds
to two different quantities in the Dirac theory. They can be interpreted
as the corpuscular and wave speed of the electron, respectively. The op-
erators of the three-dimensional components of the wave velocity are cay,
(k = 1,2,3), where o are the four-dimensional Dirac matrices. They
have the discrete spectrum +c. The corpuscular velocity writes down
better via its four-dimensional components. The operators for these
components are related to the operators for the momentum components
by the same equations as in the classical theory. These operators have a
continuous spectrum that coincides with the domain of the possible val-
ues of the corresponding classical quantities. In the electrostatics, it is
also possible to write down the corpuscular speed in a three-dimensional
form; the operators of the three-dimensional components have the con-
tinuous spectrum from +c to —c and satisfy the correspondence principle
like the corresponding operators of the wave velocity. In the quantum
mechanical equations of motion of the electron, the corpuscular veloc-
ity appears in the expression for the acceleration and, therefore, it has
the mechanical meaning. The components of the wave velocity appear
as factors at the electromagnetic field strength and serve, therefore, to
write down the influence of the electromagnetic field on the electron.

Appendix

Eigenvalues spectrum of the four-speed operator

1. Consider now one of the space-like components of the four-velocity,
e.g., v1. The differential equation for the eigenfunctions of the corre-
sponding operator is

1(ha¢

- + 24, -¢> — X (A1)
m

2mi dx ¢
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It is well known that by adding a gradient the vector-potential can be
normalized in such a way that its ax-component vanishes. Then (A1)
transforms into a differential equation with constant coefficients that
has all real values of A in the spectrum. It shows that the operators
for the three space-like components of the four-velocity have continuous
spectra from —oo to 400, which is just what we wanted to demonstrate.

2. Consider now the time-like component vy of the four-velocity and
the case when there is no magnetic field. It means that one can as-
sume that the space-like components of the four-potential vanish. The
corresponding operator is

G=oy+ %(alm + azps + asps). (A2)
The equation for its eigenvalues reads as
Gy = M. (A3)
However, the eigenfunctions also satisfy the differential equation
G*)p = N, (A4)
which can be written in the form
w—%szvw (A5)
where A is the usual Laplace operator and

2mme
k‘ =
h

(A6)

for brevity.

It is well known that equation (A5) has solutions everywhere finite for
A2 > 1 only. It implies that in the electrostatic case the operator of the
time-like component of the four-velocity of the electron has a continuous
spectrum, the eigenvalues being greater than or equal to 1.

It also implies that the inverse operators G~! and G~2 are bounded.

It must be mentioned that these inverse operators have (proper) ker-
nels, which can be easily computed.

The kernel of G2 provides the solution for the equation

1

ka2

AF=F. (AT)
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Namely,

2 —kr
Flayz) = = / 7 f(enc)dedndc, (A8)

47 T

where

r=(@-82+@y—n?+ (- (>
The operator G~2 has, therefore, the kernel

k‘2 efkr
K(zyz,&n¢) = - ——, (A9)
and G~!, the kernel
k‘2 e—kr
St (A10)

where the differentiations from G act on the variables x, y, z.

3. We would like now to study the spectrum of the operator G for
the case of a constant magnetic field parallel to the z-axis. The vector
potential for this case is

1 1
A, = —§Hy, A, = §Hx; A, =0. (A11)

The operator G takes the form

e

2c

e

G=oa4+ % [al (px — Hy) + ag (py — 2CH9U) + agpz] , (A12)

Q1 =01, Qo= 0302, Q3=03, Q4= 0202, (A13)

where g5, and o, are the Dirac matrices.'® Note that the operator

L =101 — &93 (A14)
mc

10This choice is recommended due to the especially simple and transparent trans-
formation properties of the corresponding w-function. Under an arbitrary Lorentz
transformation the functions 1 transform according to the formula

YL = oy + Bia, Yy = as + B,
Wy = yP1 + 82, ) = Y3 + dia,

where «, 3,7, 0 are complex parameters satisfying the equation
ad — By =1.

In the special case of a rotation of the space coordinate system these are the usual
Caley—Klein parameters. (V. Fock)
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commutes with G. Therefore, one can subject the eigenfunctions of G
satisfying the equation

Gy = M\ (A15)
by an additional condition
_ Pz _
L4 = (o101 = 22 g5) v = s (AL6)

If we apply the operator L one more time, we obtain

2
2. _ b _ 2
L¢<1+m202>¢—l1/). (A17)
If we take the eigenvalue of the operator %% for p,, it follows from
(A17) that
2 A
P=14 25 (A18)

Pz
mc

The expression a4 + £=a3 appearing in G can be rewritten in the
form

a4 + pia3 = 0209 + pidg = —p303L. (Alg)
mc mc

Substituting this expression into G and using (A16) we can obtain from
(A15) the following equation:

1
_lQ303 + %(O—lpx + Q302Py) "/} = va (A2O)
where for brevity
Po=po——H-y, Py=p,+—Hx (A21)
z = Pz % Y, y = Py 2% .

The first two equations of the system (A20) contain only the functions
11 and 5 and read as

=y + %(Pa: - ZPy)’QZ}Q = A,
(A22)
I + %(Pr +iPy)P1 = Aa.

Eliminating the function v, from these equations, we get the differential
equation on s:
1

5 (Po + Py e = Evn, (A23)
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where for brevity

me? eh

E="C00 )+

A24
4me ( )

Equation (A23) is the usual Schrédinger equation for a constant mag-
netic field; its eigenvalues are well known, namely,

eH

E,=2,+1)hv, =
(2n + 1)hr, v 2me

, (A25)

where n is a nonnegative integer. From (A25), (A24) and (A18) we find
the final expressions for the eigenvalues of the operator G2:

p? dnhv

M =1+ (n=1,2,...). (A26)

m2c2  mc?
The last two terms in this expression for A\?> are zero or positive and p.
can take any positive real value. Therefore, it is demonstrated that the
eigenvalues of G form a continuous spectrum and take all values between
400 and —oo.
In a generic case,” " one can easily demonstrate that the eigenvalues of
the operator G have absolute values greater than or equal to 1. Denote
by P the self-adjoint operator

11

P:alPl +O{2P2+043P3 (A27)

with real eigenvalues p. The operator G? can be rewritten in the form

1
2 _ 2
G =1+ 5P (A28)
Its eigenvalues are
2
2 p
A=1+ -y > 1. (A29)

Q.E.D.

Presumably the operators G and P also have a continuous spectrum
in a generic case. The proof of this theorem is required; however, it is
expected to be rather complicated.

Translated by V.V. Fock

1 This paragraph was added in proof. (V. Fock)
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On the Dirac Equations in General
Relativity!

Note2 BY V. Fock
PRESENTED BY M. DE BROGLIE

C. R. Acad. Sci. Paris 189, N1, 25, 1929

1. To take into account that the Einstein form ds? is indeterminate,
we introduce, following Eisenhart,® the numbers e; = e; = e3 = —1,
eo = +1. The Hermitian Dirac matrices will be denoted by a1, as, ag, as
and the unit matrix — by aq. Indices run through 0,1, 2, 3.

Comparing the rules of transport for a semivector

oY = Zelcldsl’(/J (1)
l

and for a vector A; = Ya;1,

SAi = exeryimAxdsi (2)
Kl

and noticing that the quantity As = s is invariant, we obtain

C;roz5 + asCy = 0; C’lTozm + a,C) = Zekak’ymkl. (3)
k

One can check that the general solution of these equations is
1 2mie
=1 > amanerymn + “he P (4)

mk

where ¢y is a real vector, which we suppose to be the vector-potential.

1See V. Fock and D. Ivanenko, Linear Quantum Geometry and Parallel Transport,
Comptes Rendus 188, 1470, 1929.

2Session of 24 June 1929.

3L. Eisenhart, Riemannian Geometry, Princeton, 1926.
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2. To obtain the Dirac equations, we set

h oY
= % Z CLOL <88k — Ckw) — mCOé5¢. (5)
k
If the coordinates % and matrices
V=Y ewarhf;  To= eraghorCh (6)
E E
are introduced, the operator F can be written as
h oY
= — —Toyp | — . 5*
Fi= 51" (g = Tow) — monsy )

The following relation can be derived from equation (3) relying on
the definition of the Ricci coefficients v,k ,

Tl +9°To = =Vay° (7)

where V,, is the symbol of the covariant derivative. Using this relation,
one can easily check the identity

h 1 o
PRy — ww—zlfaxg(wmw) ®)
where g is the absolute value of the determinant of the fundamental
tensor goo -

Identity (8) shows that the operator F' coincides with its conjugate.
This allows us to assert that in general relativity the Dirac equation has
the form

Fiy =0. (9)

Thus, equation (8) shows that the divergence of the current vector is
zero,

Vo587 =0, 57 =y (10)
3. Setting D, = 375 — [, one easily finds
o 2mie
hih? (DyD, — D,Dy) Zala]efywkl + e —Mj,, (11)

ij

where ;1 are the n-hedral components of the Riemann tensor and M, ,’gl
are those of the electromagnetic field bivector. From formula (11) one

gets

1 2mie
70 (DaDa - DaDU) = *77 Rga + h ’7 Mgom (12)
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where R, is the contracted Riemann tensor. If we set A%, = Yy Do,
the divergence of the tensor A%, can be checked to be equal to

2mie

V,A%, = —ngRga + he

——S°M . (13)
Since the divergence of S¢ is zero, one gets the relation V,V,S57 =
—S°R,o. Comparing this formula with (13), one finds for the divergence
of the tensor

17— g [0 (B -tav) -3V @rw)] ()

211

the following expression:
A,TS =eS°Myq. (15)

With the help of (9) one can check that the tensor 7% is real. Hence we
can consider T?, as the matter energy tensor. Equations (15) are thus
the equations of motion in general relativity. The tensor Tho = gooT'%
is not symmetric with respect to permutations of indices.

The tensor T, can be used to write down the variational principle
equivalent to the Dirac equations (9) in the form

5 / / / /(T;;- ~ miast) ideode desdrs =0, (16)

demonstrating that the variation of the mean deviation for the invariant
of the matter invariant density tensor T is zero. Thus, the deviation
itself nullifies due to equations (9) in strict accordance with the classical
theory.

Translated by V.D. Lyakhovsky
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Dirac Wave Equation and Riemann
Geometry!

V. Fock

Leningrad University

Le Journal de Physique et de Radium
Série VI, 10, 392, 1929

1 Lorentz Transformations for a Semi-vector

For an arbitrary Lorentz transformation the four Dirac functions ¥ un-
dergo a definite linear substitution.?

The transformation law of a semi-vector differs from that for a vec-
tor or a tensor; these functions constitute, therefore, a new geometric
quantity which will be called a “semi-vector.”

The transformation law of semi-vectors takes a particularly simple

form if one chooses for the matrices o entering the Dirac equation?
(Oqu + CYQPQ + 043P3 + mcoz4)\If = aoPO\I/,
_h 0 e (1)
YT o ox; c(pl
in the following form
a =1, a1 =015 a2 =302; a3 =03 Q4= 0202, (2)

where g; and o; (i = 1,2, 3) are the matrices introduced by Dirac. The
matrix oy may be replaced by

a5 = 0141 - (2x%)

ISee 1) V. Fock and D. Ivanenko, Uber eine mdgliche geometrische Deutung
der relativitischen Quantentheorie, Zs. Phys. 54, 798, 1929; 2) the same authors,
Géomeétrie quantique lineéare et déplacement paralléle, C. R. 188, 1470, 1929; 3)
V. Fock, Sur les équations de Dirac dans la teorie de relativité générale, C. R. 189,
25, 1929 (see also [29-3], this book); 4) V. Fock, Geometrisierung der Diracschen
Teorie des Elektrons, Zs. Phys. 57, 261, 1929. (V. Fock)

2See F. Moglich, Zs. Phys. 48, 852, 1928; J. v. Neumann, Zs. Phys. 48, 868, 1928.

3P. Dirac, Proc. Roy. Soc. A177, 351, 1928.
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To any Lorentz transform, one can put into correspondence the fol-
lowing transformation of the function W:

U = a¥; + (¥s; VY =av; + Uy
B (3)
\11/2/ =40y + 6Wy; \Ifg =7U3 + 60Uy,

where «, 3,7, d are the generalized Caley—Klein parameters.
Formulae (3) and their conjugates can be written down in a symbolic
way,

v =Sv;, T =TS, (5)
where S is the matrix
afB 00
)70 00
S=400a7 (6)
0076

and ST is the adjoint matrix*

@700
sedgan o
00396
Introduce the numbers
eo=1, e =ey=e3=-1 (7)

in such a way that the fundamental Minkowski form writes down as
3
+s% = Z erTs. (8)
k=0
The matrices S and S* satisfy the equations

3
Sta; =Y epaiar  (i=0,1,2,3), (9)
k=1

4A transposed and conjugated matrix will be called “adjoint matrix” and denoted
by a dagger (S1). (V. Fock)
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Stay =0y STos =as, (9+)
where a;; are real numbers satisfying
3
Z €;GikGi = el , (10)
k=1
3
Z €iar;al; = ekékl . (10*)
k=1

Relations (10) coincide with the ones satisfied by the coefficients a;
of a Lorentz transformation:

3
o =Y epainay,
k=1
(11)

3
_ 2 : "
Tr; = CrAik Ty -
k=1

It is known that these coefficients depend on six arbitrary parameters.
On the other hand, the matrix S contains four complex constants re-
stricted by relation (4); it gives six independent real parameters. One
deduces that the coefficients a; of formula (9) correspond to the most
general Lorentz transformation.
Assume
A = Vo, ¥ (i=0,1,2,3,4,5) (12)

and apply the transformation S to the semi-vector .
For the transformed values 2; (which we denote by double primes
(7)), one finds using (5) and (9)

3
A =T 0, 0" = TSt ST = > eranTar¥  (i=0,1,2,3)
k=1

@Nou;\IJ” =T, ¥, @//ag,\ll” =Tas 7T,

which means that

3
A = Zekauﬂ(k (1=0,1,2,3), (13)
k=0
4= Uy 5 =Us. (13%)
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Comparing (13) and (11) one sees that the first four values 2 (i =
0,1,2,3) are components of a four-dimensional vector and the last two,
2, and s, are invariants.

Here are the explicit expressions for 2;:

Ay = U0+ Waly + UaWs + U0y,
A = U0y + Wl + Uy + Uy0s,
Ao = — & U1 Wy + i Ul + ¢ UgWy — i UyUs,
Az = U0y — Wl + Ualy — Wy,
s = — U0y + Uy + Tsly — U0y,

Ws = — @ U1 Wy + i UoUy — ¢ UgWy + i Uy,

Using these expressions one can easily verify that 2; satisfies the
relation

AT + A+ AT+ AT+ A2 = AT (14)

It gives an important inequality
Aj — A — A~ AT >0, (15)

which means that the vector 2; belongs to the interior of the character-
istic cone (from the same side of the cone as the time axis), or in other
words that it has the same four-dimensional character with velocity (the
character of time).

2 Parallel Transport of a Semi-Vector in Riemann
Geometry

To define a semi-vector in Riemann geometry, introduce, following Ricci
and Levi Civita, four orthogonal congruences or equivalently four direc-
tions at each point forming an orthogonal “n-hedron.” This n-hedron
replaces the Cartesian axes of the Minkowski geometry in an infinitesi-
mally small vicinity of a given point. And one does not need to change
anything in our formulae of the previous paragraph.

In what follows we are going to consider two kinds of components
of a vector and a tensor: the ordinary components (either covariant
or contravariant) corresponding to the coordinates and the components
corresponding to the direction of the n-hedron. We shall often denote
both kinds of components by the same letter indicating the n-hedric
components by a prime (2}). The coordinates will be numerated by
Greek indices, and the directions of the n-hedron by Latin ones. The
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indices take values 0, 1, 2, 3. We assume the Einstein convention of
omitting the sum sign (X) with respect to Greek indices; however, we
shall keep it for Latin ones.

We denote the “parameters” of the congruence k by hj and the
“momenta” by hy . Thus, the relation between the ordinary and the
n-hedric components is given by

W, =Ashf; Ao = exAnhi o (16)
k

Consider the variation of the components of a vector for an infinites-
imal shift dz?. For the ordinary covariant components one has

8y =17 Apda”; T = {O‘ﬁ"} . (17)

One deduces from (17) the analogous expression for the n-hedric
components:
Ql; = Zekel%klﬂﬁcdsi, (18)
Kl

where ds; are the n-hedric components of the shift and ~;;; are the Ricci
rotation coefficients

Yiet = (VohP Vi ghy = (Vohi g)BIRT (19)

where V, is the symbol of the covariant derivative.
Consider now a semi-vector. The variation of its components must
have the form
o = Z elCldsl\I' 5 (20)
l

where C) are certain matrices; the conjugated expression reads as

5@262 elCleSl . (20*)
l

We have already seen (Section 1) that one can form one vector and
two invariants out of the components of a semi-vector. The law (20)
for the shift of a semi-vector gives the one for a vector. But the latter
should coincide with the law (18); moreover, the two invariants 24 and
25 should remain unchanged. Therefore, the matrices C; should satisfy
a certain condition allowing one to find them.
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One has

A = 06(Voy¥) = 6V, ¥ + W60 = @Z el(ClTai + a;C;)ds; V.
1

On the other hand, 02} is given by formula (18), which can be rewritten
as

59[; = EZ ekel’yiklakdslllf .
kl

Equating these two expressions for §2}, one finds

Cloi + aiCi =Y exvima. (21)
k

It follows from the invariance of 20, and 0% that
Clas+ auCi =0; Clas+asCr = 0. (22)

One can check that a particular solution for (21) and (22) is C; = g/,

where 1
r_
o' = z;ama. (23)

If one substitutes the expression
Cr=g'+i®; (24)

into (21) and (22), one finds that a general solution is given by the
matrices @), which are Hermitian and commute with all the matrices
a; (6=0,1,2,3,4,5).

It implies the proportionality of ¢} to the identity, the proportionality
factor being a real number.

One can deduce that the solution of equations (21) and (22) is com-
pletely determined once its “averaged trace” is given. (By an averaged
trace of a matrix we denoted the sum of its diagonal elements divided
by its number.) The trace of g;" is equal to zero,

trace g/ =0, (25)

and, therefore, the averaged trace of C; is equal to i®].
Once the law (20) of the parallel transport is given, the internal
derivative of a semi-vector is written down as
ov

=22 o 2
D) 95, Ci (26)
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Consider for a while the case of the Minkowski space. Assume that
the Cartesian axes coincide with the directions of the n-hedron. Then
one has

Ykt =0, g’ =0, C; =iy
The internal derivative reduces to

ov

On the other hand, the expression P,V entering the Dirac equation

is proportional to
ov  2mie ,
— = v, 26+
s, he Pl ( )
where ¢ is the vector-potential.
In order that the two last expressions coincide, one should assume
that

q)l = 7% (27)

which gives us the physical meaning of the vector ®; and formula (24). At
the same time we have obtained the geometrical meaning of the operator
P,. As for its physical meaning, it corresponds to the momentum.

In a general Riemann space, we can always assume

p= o h<3—cz) (28)

T2 ' 2mi

and interpret the internal derivative up to the factor
h
271

as the momentum operator. This hypothesis will be checked later (Sec-
tion 5).

If one expresses the matrices C; in terms of g; and the vector poten-
tial, formula (20) rewrites as

2mie

U = rds;U . 2
0 he zl:e“pldsl ( 9)

In the parallel transport law of a semi-vector, one recognizes the Weyl
linear differential form.
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Consider now the ordinary covariant or contravariant components of
vectors. Assume that

o Zekakh‘g; Vo = Zekakhk,a7 (30)
& &

9o =Y exhiogh,
k

(31)
I, = Z erhi,oCr,
k
and rewrite formulae (20) or (29) as
2mie
oV = Fadwaw = (go + h(pa) dxal/J (32)
c
and the internal derivative with respect to x” as
ov
D, = —I,U. 33
p=no (33

The components 27 and 2, can be expressed in terms of ¥, ~7, ~,:
A =TT Ay = Uy, 0. (34)
Substituting (32) and (33) into the formula
dA7 + T, A7dz® = 0, (35)
one finds that v* and ', satisfy the equation
Iy + 97T, + V77 =0. (36)
One also has
Iy + s, =0; Thos+asT, =0. (37)

The matrix g, (31) satisfies the same equations as I', does and the
auxiliary condition
trace g, = 0, (38)

and it is the unique solution for these equations.

Find now the transformation law for the matrices 72, g, and I', for
an arbitrary change of the orthogonal congruences. This change corre-
sponds to a rotation of the n-hedron at each point of the space, i.e., to a
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local Lorentz transformation. One sees that such transformation can be
defined by a matrix S with entries depending on time and coordinates.
Recall that the parameters of the congruence are transformed as a

vector:
no __ o
h k= E eiakihiv
1

o 7o
k= E eiaikh i
i

Multiply the latter formula by ey and sum it up over k. Taking (9)
into account, one gets

Zekakhg = of <Z eiaih"f> S
2 i

(39)

which means that
77 = STy 8. (40)
This relation could be expected since the components (34) of a vector
do depend on the choice of the n-hedron.
The transformed matrix g can be defined by the equations analogous
to (36), (37) and (38). We are going to show that the expression
oS

"o -1 Indadifal
9y = S9,5" + axé’s (41)

satisfies these equations. In fact, one has
9y A" gy V" = (ST T 179, +VT)STH, (42)

and this expression vanishes as a consequence of the equation satisfied
by g. One can check in the same way that the equations analogous to
(37) are satisfied by g, if they are satisfied by g,. Finally one has that
identically

08
trace =——S"1 =0 43
race o (43)
and, as a consequence,
trace gg = trace Sg,S ! = trace go=10. (44)

All the equations for g; are, therefore, satisfied, and formula (41) is
verified. Since I', differs from g, by a multiple of a unity matrix, the
law (41) is valid for T, :

08

" o__ -1 —1
Ty =508+ o871 (45)
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For some computations it is convenient to introduce non-Hermitian ma-

trices
*

7 =auy” (46)
(where ay can be replaced by as) satisfying the equations

,y*o,y*g + 'Y*Q’Y*o- — 29{_)0'. (47)
For these matrices, one has

’y;" = SV;‘S_l. (48)

3 Dirac Wave Equation

We are going to impose the following conditions on the Dirac wave equa-
tion in general relativity. The wave equation should:

1. be invariant with respect to an arbitrary coordinate change;
2. be invariant with respect to an arbitrary rotation of the n-hedron;

3. coincide with the adjoint equation and also be such that a time-like
vector and vector of zero divergency can be defined in order to be
interpreted as a current vector;

4. be reduced to the ordinary Dirac equation in the case of the
Minkowski space.

We are going to show that all these conditions are satisfied by equa-
tion (1) if one replaces P, by its generalized form (28).
Equation (1) can be written as

FU =0, (49)
where h ow
U=_— — — — .

F 57 Z kepoy, <8sk C’k) meoag (50)

If one introduces the coordinates, the operator F takes the form

h ov

U =—n7 -y ) - . 1
P = o (e~ T ) = measy G1)

1. The invariance of the operator F with respect to coordinate changes
is obvious from the very form of equation (50) or (51).
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2. The invariance under the rotations of the n-hedron can be shown in
a straightforward way. Using the formulae derived above

U’ =S5V T =ST,5"+ %S*l
(52)
STy S =~ STayuS = ay,
one finds that o o0
-/ =S| -—— -T,¥ |,
ox° 7 (89&‘7 >
ov” ov
ST o T = A 2 = T, ’
v (G i) = (35 1)
STCM'I/}H = 044%
and, therefore, one has
STF"Y = Fw, (53)
where N oy
Fly" = %7”" (83&‘7 I‘Z\Il") — meay "’ (51%)

and the operator F is transformed.
The equation F’¥” = 0 is, therefore, just equivalent to F¥ = 0.
Note that the expression

UFU = U F"y” (54)
is invariant.
3. Using relation (36) one can verify by a simple computation the identity
T — (Fow - - L 2 G g (55)
- 2mi Vg 0x° VoY

(g is the absolute value of the determinant |g,,|), which shows that the
operator F coincides with its adjoint.
Identity (55) allows one to define the vector of current by the formula

S? = U~eU. (56)
In fact if W satisfies the equation F¥ = 0, one has

1 0

ﬁﬁ(\@sg) =0 (57)
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and, therefore, the divergency of the current vanishes. Moreover, as we
have seen from Section 1 [formula (15)], a vector constructed out of the
functions ¥ is necessarily a time-like one.

4. For the Cartesian coordinates of the Minkowski space g, vanish and
the equation F¥ = 0 reduces to the ordinary Dirac equation.

Therefore, all the conditions are satisfied.

Each operator commuting with g3 can be expressed as a linear com-
bination of a; and g3 (j = 0,1,2,3). Since the operator F + mcoy
contains only the matrices a; (j = 0,1, 2,3) commuting with g3, it sat-
isfies this property. In order to make the transformation introduce the
“quasi-vectors”

1 0 -
K; = —zi:ei%‘jk = %%(\/Ehj ) (58)
1
fi= 3 Z €i€CjCLEjkIVikl 5 (59)
ijk

where €;51; = 0 if two of the indices 7,1, k,l coincide; €5, = 1 if all
of them are different and form an even permutation of 0,1,2,3; and
€ijihi = —1 for an odd permutation. Note that f; contain ~;;; with
three different indices only. It is known® that a necessary condition for
a congruence of the n-hedron to be normal to n families of surfaces is
just that ~;;, = 0 for three different indices.

In this case the quasi-vector f; vanishes.

The transformed operator F has the form

h 0¥ e h
FU = | —— — ;U + —k,; U
Zejo"<2maa:j PSR )+
J
h
+E93 E eja; f; U —meag V. (60)
J

Assume that the Riemann space under consideration is such that there
exist n orthogonal surfaces (it is not the case for the generic Riemann
space). Then one can introduce an orthogonal coordinate system such
that
ds® = 32 e;H}da}; /g = HoHyHaHs
(61)
hi = H%.; his =eHy;  fi =0,

5L. Eisenhart, Riemannian Geometry, Princeton, 1926.
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and h{ as well as h;, with different indices vanish. Substituting the
values into (60), one gets

1[h8\11 e

; J
J

h 0
— = —p; U+ —— [logX= | V| — .
2mi Oz ¥ 4mi Ox; ( s Hj> } et
(62)
We have obtained a general expression for the Dirac operator for a
curvilinear orthogonal coordinate system. This formula is very useful in
applications.

4 Energy Tensor

In the classical theory the mixed energy tensor for noncoherent matter
has the form

W& = oou’ua, (63)
where u? = % is the vector of relativistic velocity and g is the invariant
density. This expression can be rewritten as

dx? 1
Wo =po— —P,, 64
o« Tl Tyt (64)
. . . . . dz? _ _.dz”
where g is the non-invariant density (mass per unit volume), 7~ = c¢9%

is the ordinary velocity, P, is the motion quantity of a particle of mass
m.

Find an analogous expression in quantum mechanics. The quantity
corresponding to 2 is UW; we assume that the ordinary velocity operator
c% is ¢y and the one for the momentum is P, = 2Lm -, (28). For
the special relativity case, these physical meanings of the operators were
established by the author in a previous paper;® in the general case, it is
only a hypothesis to be verified.

We are in a position to consider the expression

W = cUy’ P, V. (65)

7

We have written down the operators v” and P, in the given order
since equation(65) is invariant under the rotation of the n-hedron, though
the expression obtained from it by permutation of the factors is not.

6V. Fock, Zs. Phys. 55, 127, 1929. (See [29-2] in this book. (Editors))

"For the special relativity, this expression reduces to the one proposed by several
authors (see H. Tetrode. Zs. Phys. 49, 858, 1928). In the generalisation proposed by
H. Tetrode (Zs. Phys. 50, 336, 1929) the general relativity can hardly be considered
as a correct one since it does not satisfy certain conditions that seem to be necessary
for us. (V. Fock)
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Such tensor W2, is complex; since the energy tensor should be real,
we may try to identify the latter with the real part of W¢, and denote
it by T, assuming

WO =T +iU7 . (66)

A simple computation allows one to express the imaginary part U7 in
the form

g __ h «
U =~ -VaS". (67)

Thus, it is proportional to the covariant divergency of the current vector.

Return to the real part 79,. The classical energy tensor satisfies the
equations of motion: its divergency equals the Lorentz force. If it is true
for the tensor T, our hypothesis concerning its physical meaning would
be verified. We are going to show that this is the case.

In order to find the divergency of 1'%, we compute first the one for
W7 and then separate the real and imaginary parts of the result. Since
the computation is rather long, we shall restrict ourselves to sketches of
the main steps.

One finds, taking into account the equation F¥ = 0, that

1

o g hC N
\[axa (\[W ) ’YQUW = E\P’y @a.a\:[l7 (68)

where

or, dr,

©0'Ot = gcr@a - Qaga = axa 83)0

+Toly —T,T,.  (69)

The operator @, does not contain differentiation and reduces itself
to a matrix that can be written in the form

2mie

——Moa, 70
e (70)

1
Doa 47*“7*”me +

where v* = ayy” are the matrices introduced at the end of Section 2,
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R, 0q is the Riemann tensor® and

Ops  Opq
Moo = — 71
Jx®  0x° (71)
is the electric tensor. The expression 77D, entering (68) is equal to
1 2mie
7 oo ¢ --R le% —M a | 72
v @ Y ( 2 o + hC o ) ( )

where R, is the contracted Riemann tensor.
Formula (68) can be thus rewritten as

1 0 ) ) he
3 VW) =AW =82 (Mo — TR ) (7
where S¢ is the current vector (56).
Equating the real and imaginary parts of two terms of the equation
obtained, one gets two equations:

V,T% = eSM,q, 74
e o

4
vV, U = JT:SQRW’ (75)

where the second equation is very easy to check starting from expression
(67) for UZ, taking into account that the divergency of the vector S¢
vanishes.

The first equation shows that the divergency of the tensor T, is just
equal to the Lorentz force. We are therefore able to consider the tensor
T9 as the energy tensor and equation (74) as an analogue of the classical
equation of motion for a continuum medium.

Note that using the tensor W<, one can write down a variation prin-
ciple equivalent to the Dirac equations:

) / / / / (W —mc*Vay¥)\/g da° do* da? da® = 0. (76)

8Using (70), one can easily derive the Bianchi identities. Introduce

ana = Dggo'oz - Daagg

and verify a simple identity
Bgoa = ggaa + Qoag + Qaga =0.
On the other hand, formula (70) gives
1 * *
Booa = Z’Y oy U(nguuaa + VaRuan + vaRuuga)A

The matrix Bysa is zero if and only if the expression inside the brackets is zero,
Q.E.D. (V. Fock)
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5 Equations of Motion in Quantum Mechanics

It is known? that the quantum equations of motion are in fact the re-
lations between entries of certain matrices and their time derivatives.
These matrices are constructed using functions ¥, ¥,,... ¥, ..., etc.,
satisfying a wave equation. An entry of a matrix of an operator K is
defined by the equation

Kmn = /@nLK\I’ndVv (77)

where the integration domain is the whole space; K., is, therefore,
a function of only one variable: time t. If the system of functions is
complete,'? the set of entries K,,, defines the operator K completely.
However, to establish the equations of motion, it is not necessary to have
a complete system and it suffices to consider a typical entry (77) con-
structed using two arbitrary solutions ¥,, and ¥,, of the wave equation.

Deriving equation (77) by time, one gets an expression with the

‘9;’—[’1 and ‘9:91;" under the integral. These derivatives can be

eliminated using the wave equation and the result can be put into the
form

derivatives

dKmn
-, — Lmna 78
o (78)
where
Ly = / U, LV,dV, (79)

and L is the operator depending on the form of the wave equation and
on the operator K. One can write down the system of equations (78) in

the symbolic form
dK
— =1, 80
o (80)
and we say that operator L is the “total derivative” of the operator K
by time.
For the Dirac wave equation, the total derivative by x° is of the form

dK _ 2m

5 = (FOOTTEON TR, (80%)

where F is operator (51) and (7°)~! is the matrix inverse to ~°.

9See, e.g., V. Fock, Zs. Phys 49, 323, 1928. (See also [28-2] in this book. (Editors)).
10Tt means that any function of coordinates of the space can be expanded into a
series of the functions ¥,,. (V. Fock)
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It is clear that quantum equations (80) are just simple mathematical
consequences of the wave equation and one does not need to introduce
any extra physical hypothesis to get them.

Equations (80) in general represent an analogue of the classical equa-
tions of motion in the Lagrangian form. This analogy is far more com-
plete than the one between the quantum wave equation and the classical
Jacobi equation. In the case of the Dirac equation, the latter does not
exist anymore; however, as it was shown by the author for the special
relativity,!! one can rewrite equations (80) in a way completely analo-
gous to the Lagrange equations. Let us see if it is also the case for the
general relativity.

The classical equations of motion for a particle of mass m and charge

e are 2 p
b < dz? e dz®

7t = ———9""Mga, (81)
dr dr dr mc dr

where 7 is the proper time of the particle. Introducing the covariant

components of the momentum

dz¥

b, = mggl/ﬁv (82)
one deduces the equations out of (81):
dP, dx® e dx?
e —— P, =-"M,,. 83
dx0 Wdx0 T cdadT? (83)

We are going to look for quantum equations (80) analogous to (83).
Denote by ¥, and V¥,, two semi-vectors satisfying the equation F¥ = 0.
Note that our formulae (57) and (73) remain valid if one replaces ¥ by
W,, and ¥ by ¥,, in S¢ and W7, i.e., by two different solutions of the
wave equations.

Represent formula (57) in the form

1 0, 1S 0,
— 5 (VIT )+ —= Y (gU ) = 0. (84)
0 o
V9 0x V9 £ Ox
Multiply both terms by
Vodrtdr?da® = dV (85)

and integrate them by x', 22, 3; the sum 23:1 disappears, and we get

720 U,y 4PndV =0, (86)

11y, Fock, Zs. Phys. 55, 127, 1929 (V.F.), see also [29-2] in this book. (Editors)
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since, according to (80),
d~° _
dz0
The entries of the matrix of v° are constant, and one can assume that
the functions ¥, are normalized in such a way that

(87)

/ U UndV = G- (88)

The matrix v° corresponds, therefore, to the identity operator.
Multiply (84) by x2dV and integrate it. The result is'?

d
ﬁ('yoxg) = (89)

Since 7° corresponds to the identity, the classical analogue of v¢ is
just the ordinary velocity

dz?  1dz®
dz® ¢ dt ’
Consider now equation (73), which we rewrite in the form

1 0 — _
%%(\/ﬁc\l’mvapa\pn) — Fgoc‘llm’yapg\lln =
— h
—T,,4°0, (amw - MCZ_RQQ> . (90)

Multiply (90) by dV and integrate it. After dividing by ¢, one gets

d 5 e h
w(VOPa) — e Py = EVQfmga - R’YQRW’ (91)
and replacing ¢ by its expression (89),
d d e d h d
—(°P) -T2 — (%27 P, = - —(1%a* 0 ———(7"2) R ye.
dz0 (’7 ) o 120 (Py € ) o ¢ dxO (’Y T ) 4 A7i dxO (’7 € )RQ

(92)

Since 7° corresponds to unity, these equations present (except for the

last term, which is of the order of magnitude of h) a complete analogue
to the classical equations (83).

2Equations (87) and (89) are the immediate consequences of (80%). (V. Fock)
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The matrix ° shows up due to our definition (77) of the matrix.
Replacing (77) by

Kopn = / U, K¥,dv, (77%)

one can eliminate the factor 4° from formula (92).
Note that in the general Riemann space one can choose coordinates
in such a way that 4° = 0, identically.

6 Conclusion

The main aim of our theory is to establish the fact that the Dirac equa-
tion is perfectly compatible with the notion of a Riemann space.

The geometric method introduced by Einstein in the macroscopic
physics turns out to be applicable to the microscopic physics; a semi-
vector and the Dirac wave equation are as fundamental notions as a
vector and the d’Alembert equation.

In the described theory, a connection between electromagnetic and
gravitational quantities is established via the notion of a semi-vector.
The vector-potential finds its place in Riemann geometry and one does
not need to generalize it (Weyl, 1918) or to introduce the remote paral-
lelism (Einstein, 1928). From this point of view our theory — developed
independently — is compatible with the new theory by H. Weyl described
in his memoir “Gravity and electron.” '3

We have left untouched the “Dirac’s difficulty” (negative energy, etc).
It seems to us that our theory is independent of this difficulty and that
it could serve as the basis for a future theory, including maybe the quan-
tization of gravity, which would unify the electricity and the matter
theories.

Translated by V.V. Fock

13H. Weyl, Proc. Natl. Acad. Soc. 15, 323, 1929; Zs. Phys. 56, 330, 1929. The
main object of this memoir is the “Dirac’s difficulty.” The theory suggested by Weyl
to solve this difficulty seems to us to be a subject of serious objections; a critique of
this theory is given in our article cited at the beginning of Section 4. (V. Fock)
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A Comment on the Virial Relation

V. Fock
(Received 30 May 1930)

Zs. Phys. 63, N11-12, 855, 1930
JRPKhO, 62, N 4, 379, 1930

The validity of the virial theorem was proved by Born, Heisenberg and
Jordan® on the ground of matrix calculation and after that by Finkel-
stein? on the ground of the Schrédinger equation. Both proofs essentially
reproduced ideas of the classical approach. In the present note, a new
and purely quantum mechanical derivation of this relation is given from
the variational principle. The derivation is very simple and allows one
to get some interesting consequences.

1. The Schrédinger equation for a system of point masses can be ob-
tained from the variational principle

0J =0,

where the action integral J is of the form

J= /@(T+ U — B)ydr.

Here T stands for the kinetic energy operator

N

h2
T ==Y ——A,

8m2m
k=1 k

my, is the mass of a k-th particle, Ay is the Laplace operator acting on
the coordinates of this particle, U = U(ry,r2,...,7n) is the potential
energy and F is the eigenvalue parameter. For the wave function
satisfying the normalization condition

[ =1,

IM. Born, W. Heisenberg and P. Jordan, Zs. Phys. 35, 557, 1926; M. Born,
P. Jordan, Elementary Quantum Mechanics, p. 100, Berlin, 1930.
2B. Finkelstein, Zs. Phys. 50, 293, 1928.
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the expectation value of the kinetic energy in the state v is represented
by the integral

T, = / FTydr,

and similarly that of potential energy is

Uy = / DUYdr.

The virial relation can be formulated as follows:

In the state with a function v belonging to the point spectrum and for a
potential energy U, being a homogeneous degree o function of coordinates,
the expectation values Ty and Uy of a kinetic and potential energy are
connected by the following relation:

2T0 = QU().

Proof. Let the function ¥(ry,re,...,ry) solve the variational problem.
Consider a set of normalized functions

Y*(r1, o,y A) = AN 2 (A, Ay L Ary,),

depending on parameter A > 0. Denoting by Tj; and Uj the expectation
values of kinetic and potential energy, we obtain

Ty = / & Ty*dr,
Us = /@*Uzp*dT =

ry ro ry

= /@(rl,rg e r")U(T’ SRR 7)17& (ri,ro...r,)dr
and, due to the homogeneity of U,
Ui = A"%U,.
Hence, the action integral is equal to
J = NTy + A "2UgUy — E,
and, putting zero its variation with respect to A\, we get

8J = (20T — oA~ 1Up)6N = 0.
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Solution of the variational problem is obtained at A = 1. It gives the
required relation
2T0 = QU().

Generally the potential energy is not necessarily a homogeneous function;
hence the following relation holds:

U N oUu
2Ty = — 0 =E.v. —
’ (8)\ ),\_1 ! (grkar’f)’

where E.v. stands for the expectation value.

This proof seems to be very simple, even simpler than that in classical
mechanics.

The condition for ¢ to belong to the point spectrum is necessary for
the convergence of integrals in consideration and it corresponds to the
demand of finite values of coordinates in classical mechanics.

2. The given proof admits generalization in two directions.

First, a wave function ¢(r1,rs ... r,) is not necessarily an exact solu-
tion of the wave equation. The function 1 is commonly an approximate
solution and parameter A in ¢*(ry,rs...r,) should be varied to get the
best approximation in the sense of the variational principle. The numer-
ical value of A\ is obtained from §J = 0. This approach can be described
as “a stretching of the domain of definition.” The condition J = 0 gives

2Ty = oUj .

We conclude that the relation given by the virial theorem would be
valid for any approzimate solution of the variational problem, when the
stretching of the domain of variation is introduced.

The stretching of the domain of variation was applied for example
by Hylleraas in his work on the helium atom.? The virial relation is also
valid for the solution of the Hartree equations® as well as in the case of
more general equations by the author.’

Second, our method also works for the Dirac equation. As before, we
consider the case of a homogeneous potential energy function without
magnetic fields. In usual notations, the action integral reads as

J= /@ (C(Oélpl + agpe + azps) + mctay + U — E) Wdr.

3E. Hylleraas, Zs. Phys. 54, 347, 1929.
4D.R. Hartree, Proc. Cambridge Phil. Soc. 24, 89, 111, 1929.
5V. Fock, Zs. Phys. 61, 126, 1930. (See [30-3] in this book. (Editors))
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We denote by L the operator
Lip = c(anp1 + aapa + asps )y,

which corresponds to the classical quantity

mv?— L ()

3
2 = Z ViDPk,
\/ 1-— = k=1
and put further

Lo = / YLydr, U= / PUYdr, A= / Yardr,

Lo being the expectation value of the quantity (*). Repeating the pre-
vious considerations, we introduce the set of functions

$F (0 0) = N39%(r; \)
and calculate the integral J. We obtain
J = ALg + AUy + mc*A — E.
Putting zero its variation with respect to A, we obtain A\ = 1:
Lo = 0Ug

and for an arbitrary unnecessary homogeneous potential energy

ou
LO =E.. (7"87“> .

For the Coulomb field, 9 = —1 and we have

2Ih+ Uy =0 (Schrédinger)
Lo+Uy =0 (Dirac).

Due to the wave equation, J = 0 and in the Dirac case we arrive at the
relation

E =mc?A =mc? /an/)dT,

which to our knowledge was not pointed out in the literature before.

Leningrad,
Physical Institute of the University

Translated by A.V. Tulub
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An Approximate Method for Solving
the Quantum Many-Body Problem

V.A. Fock

Reported at the Session of the Russian Phys.-Chem. Soc. on 17 December 1929

Zs. Phys. 61, 126, 1930
TOI 5, N 51, 1, 1931
UFN 93, N 2, 342, 1967

1 Introduction

The mathematical formulation of the quantum many-body problem
(without relativistic corrections) was given by Schrédinger in one of his
pioneer works.! Since the wave function sought depends on the great
number of variables (namely, there are as many of them as degrees of
freedom in the N electron system), the exact solution of this problem
encounters the insuperable difficulties and consequently one needs to re-
sort to approximate methods. An extremely ingenious way was proposed
by Hartree.? However, the derivation of the equations given by Hartree
himself was based on the consideration not related to the Schrodinger
equation in the configuration space. Another work by Gaunt® was de-
voted to the statement of this link, but the problem was not solved
entirely because nothing was mentioned about Hartree’s equations be-
ing connected with the variational principle. The main point of Hartree’s
method called by him as that of the “self-consistent field” consists of the
following. Hartree preserves the classical notion of the individual elec-
tron orbit provided each orbit is described, according to Schrédinger,
by the wave function. For each wave function (i.e., for each individual
electron) one constructs the Schrédinger equation with the potential en-
ergy originating from the interaction first with a nucleus and second with
other electrons continuously distributed with the charge density o = .

LE. Schrédinger, Quantisiering als Eigenwertproblem, Ann. Phys. (1926).

2D.R. Hartree, The Wave Mechanics of an Atom with a Non-Coulomb Central
Field, Proc. Cambr. Phil. Soc. 24, 89, 111, 1928.

3J.A. Gount, A Theory of Hartree’s Atomic Fields, Proc. Cambr. Phil. Soc. 24,
328, 1928.
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Because Hartree uses the notion of orbits, his method is more descrip-
tive. However, one can speak about orbits in the context of quantum
mechanics only with a certain approximation. At the same time, one
can expect that this approximation is good enough, since the preceding
Bohr theory, operating with the electronic orbits, gives a quite satisfac-
tory classification of the atomic spectra. The question is whether the
Hartree method is able to give the extreme accuracy, combined with a
concept of orbits, i.e., with a description of the atom by means of the
individual electron wave functions.

In this paper, we shall show that the most extreme accuracy is not
achieved in Hartree’s method, but can be attained by means of a certain
modification. Physically speaking, this corresponds to the so-called ex-
change energy to be taken into account. In the mathematical sense, it
is realized by using the wave functions of the required symmetry in the
variational principle.

Our modification of Hartree’s equations, combined with the notion
of orbits, is the best in the sense of the variational principle.

We take into account the magnetic properties of electrons (so-called
spins) insofar as they are required by the Pauli principle. Their presence
influences the wave function symmetry, while the correction terms in the
energy operator are omitted. Such an approach is quite rightful because
correction due to the “spin” is less than that due to the exchange energy.

2 The Idea of the Method

As is well known, the Schrédinger equation can be obtained from the
variational principle

5/@(L—E)xpd7:o. (1)

Here W is the wave function depending on the coordinates of all the N
electrons,

U= ‘I’($1y1217$2y222, e >xNyNZN)7

L is the energy operator (its expression will be written later), F is a
constant (the atomic energy), and dr is an elementary volume of the
configuration space,

dr = dx1dy1dz; . .. dexydyndzy.
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It is possible to show that in virtu of the operator L hermiticity, eq. (1)
is equivalent to the following:

/5@@ — E)Wdr =0.

For brevity, we shall denote the three coordinates of a k-th electron by
a single letter x;. Besides, we shall use the so-called atomic system of
units, in which for units of length, charge and mass we take correspond-
ingly: ag = % = 0.529 - 108 cm, the radius of the first hydrogen
orbit; e = 4.77 - 1070 CGSE, the electron charge; m = 9.00- 10728 g,
the electron mass.

In these units, the Planck constant divided by 27 is equal to one,
and the light velocity is equal to 137 (the inverse of Sommerfeld’s fine
structure constant).

In atomic units, the energy operator for the atom with N electrons
assumes the form

N Ny

L= H —
IS pE ®

k=1 i,k=1
providing
1 N

Hy=—=Ap — —. 3
k S (3)

Here Ay is the Laplace operator applied to the coordinates of the k-th
electron, r; is the distance between the electron and the nucleus, and
rik 18 the distance between the i-th and k-th electrons.

For the solution of the variational problem (1) we shall use the gener-
alized Ritz method.* As it is known, the Ritz method is in the following:
one substitutes into the varied functional the expression of the function
sought, which depends on some unknown constants; then these constants
are determined from the minimum condition of the functional. Gener-
alizing this method, we shall seek ¥ as a sum of a definite number of
products of functions ;(xy), each one depending on the coordinates of
a single electron. Thus, we shall have unknown functions instead of un-
known coeflicients, and this is just our generalization. In the physical
sense, the expression of the wave function W by means of a definite num-
ber of the one-electron functions v;(zx) corresponds to the notion of the
individual electronic orbits. In fact, we can say that there are definite
orbits in the atom that are described by the wave functions v;(zy) and
are occupied by a definite number of electrons.

4See, e.g., Walther Ritz, Gesammelte Werke, Gauthier-Villars, Paris, 1911.
(V. Fock)
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Different assumptions about the form of the wave function ¥ lead to
different forms of the system of equations for functions ;(zx). We shall
see that the assumption of

U = tp(x1)p(2) .. p(xn) (4)

leads one to the Hartree equations. However, such a form of function
does not possess (save a case of the normal state of the He atom) the
symmetry required by the group theory. Therefore, Hartree’s equations
are only a relatively rough approximation that corresponds, as will be
seen later, to the neglect of the exchange energy.

We can obtain a better approximation if we seek ¥ in the form of the
required symmetry. Then the terms presenting the quantum exchange
will appear in the equations for functions v;(zy).

Generally, the product of two determinants constructed by functions
¥;(xy), or a sum of such products, possesses the correct symmetry. In the
simplest and commonly occurring case and, therefore, most important
partial one (the so-called Heitler’s case of complete degeneration of the
term system), it is sufficient to take one product of determinants.> In
our work, we restrict ourself to the consideration of this partial case and
infer for it the system of equations, which permit us to determine the
functions ¥;(z).

3 Example: A Helium Atom

To clarify the way of calculations, we start from the simplest example,
namely, from a helium atom.

In the two-electron problem, the energy operator is of the form
1
L=H+Hy+—. (5)
T12

The variational principle is written in the form
/ ST(L — E)Udzrdzs = 0. (6)

Here dx, and dzo are the elementary volumes; e.g., we write dx; instead
of dx1dy,dz;. For the ground state, we take

U = ¢(z1)ip(22). (7)

5W. Heitler, Storungsenergie und Austausch beim Mehrkérperproblem, Zs. Phys.
46, 47, 1927; J. Waller and D.R. Hartree, On the Intensity of Total Scattering of
X Rays, Proc. Roy. Soc. London A124, 119, 1929.
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Substituting this function into equation (6), we obtain

/ (60 (x1)1p(22) + ¢ (21)6¢(22)] (L — E) (1) (22)dazrdas = 0.
As the consequence of the symmetry of L and ¥ with respect to x; and

T2, both terms in square brackets give the same result. Taking this into
account and substituting instead of L its expression (5), we shall have

[ dmib(en) [T+ Ha S yplen)plade =0, (9
The integral over z, is equal to

Hyp(xr) + G(z1)v(21) — Eoy(z1),

_ W($2)|2 o
)7/ 12 dz2; ©)

EO =F - /@(Ig)ng(xg)dl'g . (10)

where

Consequently, we have
/dm@(:ﬂ)[ﬂ +G(x) — Eo(x) = 0. (11)
Therefore, for function 1 one obtains the equation:
H -+ Glx) = Bo| () = 0. (12)

This equation coincides exactly with that of Hartree. The characteristic
number of the energy operator is connected with the parameter Ey by
relations (10), which by means of equation (12) can be written in the
form

E=2E, - /G(az)|z/)(:r)|2dx. (13)

The latter relation coincides with that given by Gaunt (l.c.). Hartree’s
equation (12) as well as Gaunt’s (13) are obtained by us from the vari-
ational principle in an absolutely natural way.

Now one can make the following assumption: let the function ¥ (z) =
¥(z,y,z) depend only on the distance r from the nucleus. Then the
function G(z,y, z) will also depend only on r and one should seek the
solution of equation (12), which possesses the spherical symmetry.
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For the excited state of a helium atom, one should take

U = 1 (21)Y2(22) + Y1 (x2)Y2(21) , (14)

and for parahelium,

U =ty (z1)¢2(22) — P1(z2)h2(21) - (15)

In the latter case, one can also assume 1 and ¥ to be orthogonal and
normalized. If we substitute expression (15) into (6), we obtain the
system of equations

Hipy(x) + Gz (x)p1(x) — Gor(2)Y2(x) = (E — Ha)1(x) + Ho1va(x) ,
Hiy(x) + Gri(x)a(x) — Gia(x)Y1(x) = Higtr(x) + (B — Hi1)ve(x),
(16)

where for brevity we put
Gin(x) = /Mdm’, H;, = /@l(x)Hwk(x), (17)
and

Pi(@) (@) (2" )thm ()

r

dedy’ =

<z’k|sG|lm>:/

= /%(fﬂ)wz(x)ka(x)dx = /Wx)wm(mcm(x)dx. (18)

In the system (16), the values G12(z) and G2 () as well as Hig and
Hs (i.e., the coefficients with different subscripts) present the quantum
exchange. In general, the values of Gya(x) and Gop(z) are less® than
those of G11(z) and Gaz(x) but not so much to be neglected.

Multiplying the first of eqs. (16) by 1 (z) and integrating, we obtain
the following expression for the atomic energy:

E=Hy+Hyp+ (12| G|12) — (12| G| 21). (19)

This expression can be presented in another form, which permits a simple
interpretation. Putting

o(,a) = ¥y (@)1(2)) + Po(x)ha(a’) (20)

Q(Jﬁ) = ,Q(.’E,.’E), (21)

6See Gaunt, the footnote on page 137. (V. Fock)

© 2004 by Chapman & Hall/CRC



30-2 An approximate method for solving ... 143

we obtain

AN 7\]2
E:H11+H22+%// o(x)o(x’) . lo(@, ), 0 s (22)

Here the first two terms represent the single electron energies, while the
integral can be interpreted as the energy of their interaction. It should be
noted that in the numerator of the integrand there is not mere o(z)o(z’)
but o(x)o(z')-|o(2’, z)|?, the expression which tends to zero when z = 2.
This situation can be interpreted in the sense that an electron does not
interact with itself.

Expression (14) for the wave function of excited parahelium leads to
the equations, which are analogous to (16) with a distinction that the
terms G129, H1s , etc., which characterize the quantum exchange, have a
minus, and besides there are some new terms because now the functions
11 and 15 should not be considered to be orthogonal.

4 Hartree’s Equations

Turning to the N-electron problem, at first we shall seek ¥ in the form

¥ = H Yq(zq) - (23)

We have mentioned already that this expression does not possess the
required symmetry. In spite of this, we shall perform the calculation to
the end to be sure that this expression does lead to Hartree’s equation.
Due to the Pauli principle there could not be more than two functions
among 1, that are the same. We have

N
0U = 1)y ()WY, (24)
q=1
where o
Ul — ) 25
Gala) (25)

The variational principle has the form

N
5T = / SU(L — E)Wdr =Y / 50, (xg) Agd, = 0. (26)
qg=1

© 2004 by Chapman & Hall/CRC



144 V.A. Fock

Here we assume

Aq:/.../@(q) S H.-E+ Z Wy (2,) D
k=1 Tik
dz drg1dxger...dey =
N/
q¢q xq + Z (X3 mq +Hu Z Wzk - ’(/Jq(.’bq)
i=1 i>k=1
(27)
provided that
Wi, = (ik | G | ik) = / i)l W’“ W@ Pln @ ) (28)

Here and in the following, the primed sum means that the terms with
1 = q and k = ¢ should be omitted.

In expression (26) for 61, one should equal the coefficients under the
independent variations 6@q. If the function v, is encountered in ¥ only
once, then it must be A, = 0; if it is encountered twice, e.g., ¥ = V¥qyt1,
then, as can be easily seen, the coefficients under the variations (5@(1 and

(SEqJrl are equal to each other, ie., A; = A,41. In both cases, A, = 0.
We shall write these equations in the form

Hipg(z) + [V(2) = Gaq(@)]tbg(w) = Agthg(z)  (¢=1,...,N), (29)
where

N
1‘) = ZGkk, (30)
k=1

N

== Hae 3 W ()

i>k=1

Equations (29) exactly coincide with those inferred by Hartree.
For the energy of the atom, one obtains the expression

E = ZH“+ Z Wik . (32)

i>k=1
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It is easy to verify that this expression is equal to

/WL\IldT
E=t (33)

/@\I'dr

in spite of the fact that the equality LV = EWV does not take place
because U is not the exact solution of the Schrédinger equation.
Substitution of expression (32) into (31) gives

N
i
Ng=Hog+ Y Wig. (34)

i=1
If one takes a sum over ¢, one obtains

N N

> A=2E-) Hy. (35)

Equations (29) are the variational equations of the problem on the
minimum of the integral

N
W = Z/%ledw
=1
RS G (@) (@) (@) ule)
+5 i%;(l — 5ik)/ " dzdz’  (36)
under the supplementary conditions
/Ei(x)wi(x)dx =1 (i=1,...,N). (37)

By comparing equations (36) and (32), one can conclude that the value
of the integral is equal to energy F. The coefficients A, play the roles of
Lagrange’s constants.

Equations (29) can be also inferred from another variational principle.
The coefficients V(x) and Gy, in these equations depend, in turn, on
the unknown functions ;(x). But we can consider these coefficients
as given and equations (29) as a system of linear differential equations
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for functions 1, (z). The solution of these equations turns the following
integral to be minimum

N J—

provided the above supplementary conditions (37) are fulfilled. This
minimum is equal to

N N
W*=2E-Y Hy =Y ). (39)
q=1 q=1

In our equations, the symbol x denotes all three coordinates x,y, 2,
so that 1,(x) stands instead of ¥,(z, y, z) etc. If one would like to make
more partial assumptions regarding ¢, (z,y, z), one should proceed as
follows. One should substitute the function v, of required form into the
integral

// 6@1}('%; Y, Z)[H + V(J?, Y, Z) - qu(l‘, Y, Z) - )\qu(ﬂ% Y, Z)dl'dydz

(40)

and then send to zero the coefficients, standing under the independent

variations (of functions or constants, which are needed to be determined).
Here we shall present the calculations for the case

lbq(l"’ y’ Z) = fnl(r))/l(’ﬂ7 (p) 9
where Y] is the spherical function normalized as follows:

//Dfl(ﬂ,ga)\zsinﬁdﬁdcp =1. (41%)

Here the element to be determined is the function f,,;(r), while the spher-
ical function is not varying. In our case

// 5Eq(x,y,z)Awq(x,y&)dmdydz = (37)
=[5t [c'i” (ﬁaf”) S+ l)fnl(r)} dr.

Further

///(qu(m’y’z)%dxdydz = /(ﬁnl(r)vo(r)?gdr,
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where we put

Vo) = [ [ Vw2l o) simodsdp. (12)

The function G, (r) can be constructed by functions Gq(,y, 2) in an
analogous way. Then for f,;(r) one can obtain the equation

2

dr? r Or? r2

2
1 (d fr N 2 df l(l+1)fnl> N

+ (J;f + Vo(r) - Ggq(r)) fnl = )‘qfnl . (43)

Our equation (43) does not exactly coincide with that obtained by
Hartree’s method. According to Hartree, one should average the func-
tion V(x,y, z) over a sphere of radius r, i.e., write the expression

1 .
E//V(x,y,z) sin 9dddep,

while we take the average, in accordance with (42), with a “weight func-
tion” [Y;(9, @)

5 The Symmetry Properties of the Wave Function.
Example: A Lithium Atom

We shall consider the n-electron problem anew, but now seek ¥ in the
form, which possesses the required symmetry. The symmetry properties
of the wave function corresponding to different terms were investigated
in detail by various authors” with the help of the group theory, so that
we can use here the well-known results.

Generally, some (e.g., s) wave functions

Wi,wW2,...,Ws,

each depending on the coordinates of all N electrons, correspond to a
definite term. If one performs any permutations (say, p®) of the electron

coordinates in the function wy, it transforms into a new one, w}. This

"See, e.g., Heitler (1.c.), Waller and Hartree (l.c.). (V. Fock)
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new function can be expressed as a linear combination of the former
ones, corresponding to the same term:

S
Plwj =w) = Z Phw; . (44)
i=1
The set of coefficients gives the irreducible representation of the permu-

tation group. The functions wi,ws,...,ws can be always chosen so that
the sum of their square modules

jwr? + fwzl® + . fws ]

is symmetric with respect to all the electrons. Then all matrices P;; will

be unitary.®

Now we shall show the following. Let L be a Hermitian operator,
which is symmetric with respect to all the electrons. If we construct an
arbitrary linear combination € of the functions:

Q= aw; +ows + ...+ aws (45)

and, by means of it, calculate the expression

/ QLOQdT
A=4—/—— (46)
/ QQdr
then the latter does not depend on coefficients ag, . .., as.

If L is the energy operator, then, equaling the variation of A to zero,
one obtains the Schrodinger equation for the function 2. This state-
ment means that, to infer the Schrodinger equation from the variational
principles, one can take any linear combination of functions wy, ..., ws.

In order to deduce this, we show first the validity of the equalities

@it =0 G#5),

/FleldT = /@ngdr =...= /@stdT, (47)

8 A matrix is unitary if its inverse is obtained by interchanging rows by columns
and complex conjugating all its elements, i.e.,
1 -a
(Pa)ij = Py;.
The partial case of a unitary matrix is that of orthogonal transformation with real
coefficients. (V. Fock)
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from which it follows that the matrix
Lj'i = /@Lwidr (’L,j = 1,2,...,8) (48)

is proportional to the unity matrix.’
If L is the symmetric operator, then under permutation P* the func-
tions
& = Lw,

expose the same transformation as functions w; do themselves, namely,

= P = Z P

If the matrix P? is unitary, the functions n; = W; expose a transfor-

mation
S

mp=> (P me.

k=1

Let us construct the product n’ jf’ ; and calculate its average over all
N! permutations. In the group theory, it is shown that!®

1 1 a 1
N Z(P )z‘k;lPli = g‘sij‘sklv
whence it follows that the average sought is equal to
1 POV B
N > mgl = S0 > -
a k=1

Integrating this expression over the configurational space and taking
into account that

/n;-f;dT = /njﬁidT = /uTjLwidﬂ

_ 1o [
/CL)jLwZ‘dT = Séij;/wkllwkd'ra (49)

whence equality (47) follows directly.

we obtain

9See, e.g., B. Wigner, Zs. Phys. 43, 624, 1927, eq. (3). (V. Fock)
10See Speiser, Theorie der Gruppen von endlicher Ordung, theorem 144. (V. Fock)
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Now it is easy to verify the validity of our statement. Indeed, if we
substitute the expression of {2 into (46), the constants «; are encountered
in the same combination both in the numerator and in the denominator
only,

| + |zl + ...+ o],

and this expression in the fraction cancels.

Now our challenge consists of the following. We must construct such
an expression by the one-electron functions ;(xy), which ought to have
the same symmetric properties with respect to any permutations of elec-
trons as a linear combination of functions w1, ...,ws, belonging to the
same term. Thus, the expression obtained should be substituted into
the variational principle.

As it has been shown in the cited papers by Heitler, Waller and
Hartree, in one important partial case one can write the corresponding
expression as the product of two determinants. By Heitler’s terminology,
this partial case corresponds to the term, which belongs to “the quite
degenerate system of terms” (vollstindig ausgeartetes Termsystem).

To clarify the above treatment, let us consider a lithium atom as an
example. Suppose that two of three electrons are on the same orbit.
Since each orbit is described by the respective function, we shall have
two functions ¢;(x) and ¢s(z). By means of these functions, one can
construct three products

V1 (x2)h1 (23)h2(1),

Y1 ($3)¢1($1)7/12(9C2) ,
1 (z1)¥1(z2)Y2(x3) 5
and then construct three linear combinations

w = Y1 (z2)1(w3)ha(21) + Y1 (x3)hr (1) (x2) + 1 (21) Y1 (22)Y2(23),

1 (Il) 7/12(I1)
1 (5U2) () (352)

Lw (22) Y1(x3) Pa2(rs) Y1 (x3) Pa(xs)
V3 T () ba(a) Y1(z2) Ya2(w2)

the function w is symmetric of all three electrons and the corresponding
term is forbidden by the Pauli principle; the functions w; and wy belong
to just the same term. Their substitutions under permutations of the

w1 = —1(z3)

9

)

Wy =

1
+ %1/11(%1)

© 2004 by Chapman & Hall/CRC



30-2 An approximate method for solving ... 151

electrons give the following irreducible orthogonal representation of the
permutation group:

1 /3 1 V3
@) _) 3 % Gy _) 3 —% az _ ) —10
e e A O]

1 V3 1 3
123) __ -3 9 213 —3 T 5 _J10
Pl >—{_«%_%}7 P {f } p={s1}
2 2 2 2

From the general theory, it follows:

/chngdT =0, /uTleldT = /@ngdﬂ

which can be verified directly in the simple case considered.

As is seen, though several functions (in our case two) correspond to
a single term, one can choose a single combination of these functions
for the variational principle. For a lithium atom, one can choose the
product of determinants, for example, ¥ = —wy:

wl(fl) ¢2($1)
Y1(x2) Pa(x2)

(here 1 (x3) can be treated as the determinant of the first order).

U = ¢y (x3)

6 The Derivation of Generalized Hartree’s
Equations

We present here the derivation of equations for the one-electron wave
functions that describe individual orbits. We restrict ourselves to the
case when a multi-electron function in the configurational space can be
expressed in the form of the product of two determinants:

U =U,0,, (50)

1/’1(%) 1/)2($1) wq(%)
T, = P1(z2) Ya(z2) ... Yy(x2)

: (51)

Y1(2g+1) Y2(Tgt1) - Yg(Tg41)
Ty = 1(zg+2) Ya(Tgi2) - Yq(eqr2) | (51%)

wl(xq-i-p) "/’2(xq+p) ¢q(xq+p)
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Here ¢ + p = N is the number of electrons. For definiteness, we put
q > p- The function ¥ describes an atomic state, in which there are ¢
different orbits, each of p being occupied by two electrons.

Without the loss of generality, we can suppose that the functions

1/11(1?),1#2(1”)7 e ,%(Jﬂ)

are normalized and orthogonal to each other. Indeed, if one replaces the
first p functions by their linear combinations, the determinants will be
multiplied by constants only, but we can choose these linear combinations
to be normalized and mutually orthogonal. Further leaving these new
p functions unchanged, we can replace other functions ¢p1,...,%, by
such linear combinations of all the functions 91, ..., 1, that are normal-
ized and orthogonal both with each other and with the first p functions
¥1,...,%p. As a result, all the functions will be normalized and orthog-
onal. This set of functions is determined up to an arbitrary unitary
transformation of the first p and the last ¢ — p functions separately.

To facilitate manipulations with determinants, we introduce the co-
efficients

€(a) = €aran...aq s (52)

which are equal to +1, when all the subscripts a1 ... oy are different
and present an even permutation of numbers 1,2, ..., ¢q; equal to —1 for
an odd permutation; and equal to zero, when among subscripts there
are the same ones. Then the determinant ¥; can be written in the form

vy = Z 5a1a2---aq¢a1 (71)Yay (22) - - - ¢aq (xq) . (53)
(@)

The energy operator L has been already written down [see (3)]. We split
it into three parts. The first one, L1, contains terms depending on coor-
dinates x1,...,x, only; the second one, Ly, depends on z¢41,...,Tqtp;
the last, L5, contains all the other terms. We have

L=1L1+Ly+ Lia, (54)
Ll—ZHk—i— Z — (55)
i>k=1 Tik
q+p q+p
- Y ome Y L )
k=q+1 i>k=q+1 Tik
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q q+p

La=3 ), o

r
k=i k=q+1 Zk

The variation of the integral
ol = /6@(L — E)Udr
will be
ol = / §(U1Ws)(Ly + Ly + L1 — E)V 1 Wodridrs,

where
dr =dxidxs ... dzy,
dT2 = d$q+1d.’ﬂq+2 . d.’Eq+p .

For brevity, we put

Ay :/El‘l’ldﬁ, A :/az‘l’sz%
By = /@1L1\I]1d7-1a By = /@2[/2\1/2617'2,
I = /§1L12‘I/1d7'17 = /62L12‘I/2d72-

153

(59)

The values A; and B; are constants, while F; are functions of co-
ordinates. By means of these notations, the variation can be written

as

ol = /(5 A2 Ll )+Bg +F2]\I/1d7'1+

—1—/(5(62 [Al(Lg — E) + By + Fl] Wodry .

(60)

Now we must calculate the integrals involved. We start with the follow-

ing integral:
/(ﬁltlll)dazgdu PN dl'q .

It will be equal to

/(61\1’1)dx3dx4 cdry =

= Z Z £ 1), (22) o (21) Vg (22)Bengars - -
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because ; are normalized and orthogonal. Summation over o’ gives

11)1(1’1) e wq(xl)
B _ P1(x2) ... Yglx2)
/(wqul)dxgdm...dxq:Zg(a)%l(xl)%z(@) Oasl - Oasq

The expression under the summation sign is invariant with regard to
any permutations of subscripts as,...,aq. Therefore, the summation
over these subscripts gives (¢ — 2)! of identical terms. Further,

101(961) wq(wl) x .......... x
Y1 (x2) .. Yg(x2) P1(x1) ... Yg(z1)

« 6a3 B 6a3 N
€(a) 1 .......... q wl(xQ) ¢q(332)
50‘q1 6aqq Oaz1 Oasg
01 0qq

Here 11(z1) . .. ¢(z1) form a row number o and 91 (x2) . . . ¥¢(x2) forms
a row number «s. This determinant is equal to

d)al(‘rl) waz('xl)
Vo, (¥2) Yay(22) |

If we denote the summation subscripts by 7 and k instead of a; and as,
the integral under consideration can be written in the form

/(@1‘1’1)01%3@4 dry =
= (¢ = 2)' 27 hmy Ui(@0) ¥y (w2) [Wi (21 )k (w2) — Yr(w1)¢i(w2)] . (61)

We put

01(z1,22) = Z@i(xl)wi(l’z) = 01(1, 72), 01(z) = o1(w, ). (62)

(@1\111)dx3dx4 . deq = (q — 2)'[@1(1’1)@1(1‘2) — ‘Ql(l'l,fﬂg)‘z] . (63)

—
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Now, integrals (59) can be easily calculated by means of (63). We have

/ o1(@)de = g, / o1 (w1, 29)Pds = o1(21),  (64)

whence
/(El\lfl)dl’g...dxq = (Q7 1)!Q1(SE1), (65)

A1 = /@ﬂllldxl .. .d$q = q' . (66)

The integral B is equal to

Lo 1
Z /\Iflf\IfldTl.
Tik

q
B = /ELlwldT = Z/Eﬂkxyldn +
k=1 i>k=1

Since the expression of ¥, ¥, is symmetric with respect to all coordinates
Z1,%2,...,%q, all %q(q — 1) terms of the double sum are equal to one
another; likewise, all g terms of the ordinary sum are also equal to one
another. Thus,

_ 1 - 1
B1 = q/\l’lHl\I’ldTl —|— *q(q — 1)/‘1’17‘1’16[7’1 .
2 T12
Integration over z,...x, in the first integral and integration over

Z3...%q in the second integral are performed by means of the above
expressions. As a result, we obtain

Bl = q!Eh (67)
where
q 2
1 _
E, = ZHkk + 5 // a1(@)en(@s) — ler(@y, 22)] dxidzsy; (68)
k=1 2 M2

here, in accordance with (17),

Ha = [ 3,0 Hon(x)da.

The integral F} can be written in the form

q+p

Fr=q Y VO, (69)

k=q+1
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where

T, U
VO (24 (= Z/ Lar . (70)

In the latter sum, all terms are equal to one another. Applying relation
(65), we obtain

VO (2) = / er(‘k )d$1 = ZGn(fEk)a (71)
where — .
) :/Mdaz'. (72)

The values of Ay, By and F5 can be obtained from A, By and F; without
calculations. Analogously to (62), (68) and (71), we put

p
2(21, 22) Z (21)Yi(22) = 02(22,21),

QQ(x) = QQ(-’I;,JJ) ) (62*)
P 2

1 _
Ey = ZHkk + - // 02(21)02(22) — lea(1, 25)] dridzy,  (68%)

— 2 T12
V@ () = /de =3 Guen) (71%)

k i 1 s wi\Lk)
and then obtain
q

Ay=p!,  By=pEy,  F=p ) VO(x). (73)

Substitution of the values of the sought integrals (59) into expression
(60) leads to

1=t [ 65,
+q!/5%

L, — E+E2+ZV(2 fk)] Prdr+
k=1

q
Ly—-E+E+) V(l)(zk)] Podrs . (74)
k=1
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The calculations of the integrals in this expression for 6/ can be per-
formed analogously to the above calculations by expanding the deter-
minants in accordance with (53). Here we present only the results. We

put
Fyy = / / a@es@2) ;o0 (75)
T12

and introduce the values

Vk(:) =/$k(x)V(s)(a:)wi(x)dx:/ %9(301)1!%(561)Qs(m)dﬂhdwz,

T12

T = @k(%)%(ml)wdmld@ , (76)
ki

T12
Ul = v 1), s=1,2.

The values Vk(f ), T,S) and U, lgf) are the definite (positive) Hermitian ma-

trices. The values Vk(f ) and Téf) can be expressed by the matrix elements
(tk|G|lm), which have been introduced in Section 3 [see (18)], in the fol-
lowing manner:

q p
V=S| G Ly, V= kG,
=1 =1
q q
TV =S k|G, T =Y (k|G| (77)
=1 =1

In turn, the values E1, E5 and Fq5 are expressed by Vk(:) and U,E‘;):

q
1
By=3 (Hkk + 2U;§i)) ) (78)

Now the integrals in (74) can be written in the form

[smwon —ay” [0 @i, (79)
=1
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/6\111 (Hk—i-V( )(xk)kIlldTl
k=1

q q
=gy / 00y | Hr + V@ (2) > Hyx + Era | ¢i(z)dz—
=1 =
q q
-y / 00;(x) > (Hyi + Vg (2)da, (80)
i=1 k=1

Z /5\111—\111d71

i>k+1

:q!Z/(SE1
—q'Z / 50:@) 3 [Gritw) + U] () (s1)
k:l

Substituting these expressions into (74) gives

V() + By =) H,gkl Pi(x)do—
pan

>
Il
—

E
I
—

Here one needs to put zero the coefficients at independent variations
01;(x), keeping in mind that in the expression of 6 for i = 1,2,...,p
the values of 6¢; () are encountered twice, while for i = p+1,...,q only
once.

Fori=1,2,...,p we get

2[H +V(x) + By + B2 + E12 — Eli(r)—
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= [2Gik(z) + 2Hy; + Uki + Vig|Yow(z)—

~ " [Ganl) + Hyg + U + V() =0, (83)
k=p+1

while fori =p+1,...,¢q
[H +V(x) + E1 + Ey + F1p — Etb(x)—
q
N [Gri(x) + Hyi + U + V() = 0. (84)

k=1

Here for brevity we assume

Vi) =VW(z)+ V() (85)

V=0V U=+ U, )

Let us multiply equality (83) by ,(x) and integrate it over x. If we
take into account (70) and (77) as well as the orthogonality of functions
¥;(x), then for I # i we obtain an identity, while for | = i we get the
relation

E =FE|+ Ey + Eqs. (87)

We should get the same result if we multiply equality (83) by (=)
(l=p+1,...,q) and then integrate it.
However if we multiply (83) by one of the functions @p_‘_l(:z:), ceey

() or (84) by ¥y (x), ..., 1,(x), we obtain
Hy + VD + U2, (88)

It can be verified that now as well as for the case of Hartree’s equation

the relation
/@L\I/dT
F=5 (89)

/ TUdr

is fulfilled.
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7 Analysis of the Equations and a New Formulation
of the Variational Principle

Let us consider the system of equations (83) and (84). We have

Aki - 2sz+Uk1+Vk1 (Z or k= 1a27"'ap)7

90
Mi = Hou +UP +VE i or k=p+1,2,...,q). (90)

e =2 (k=1,2,...,p),

eo=1  (k=p+1,....q). (1)

(Fori=1,2,...pand k = p+1,...q, both determinations of A; coincide
due to relation (88).)
Then equations (83) and (84) can be written in the form

2AH + V(2 Zskem mek i=1....p,
k+1
(92)
q
[H+V(x ZGM Uk() =D Mthe(@) i=p+1,....q
k+1

If one omits all terms for which i # k, then one obtains the Hartree
equations (29). Thus the terms with different subscripts represent the
quantum exchange, which is not taken into account in the Hartree equa-
tions. Generally speaking, these non-diagonal terms (i # k) are small as
compared with the diagonal ones (i = k).

The characteristic feature of Hartree’s theory, that the effect of an
electron on itself G;;(x) is subtracted from the total potential energy
V(z), is also reproduced here.

Like (29) our equations (92) can be derived from the three-dimen-
sional variational principle. The varied integral is of the form

W:i/wini // a@al(e |‘91(x I eaat +

+ZZ:/1/)Z-H1/)¢ // ex(z)ex( |QQ( D drar+

+//Ql($)f2(x/)dmdx'. (93)
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Let us take a variation of this integral under additional conditions

/ Do) i () = b (94)

The coefficients A;; forming a Hermitian matrix play the role of the
Lagrange arbitrary multipliers. Expression (93) represents the atomic
energy because it reads

W=F+E+Fy=F. (95)

Just as we have proceeded above in Section 4, we can treat coefficients
in equations (92) as given. Then these equations will represent a self-
adjoint linear system. This system can be obtained by a variation of the
integral

q
W= [ S0 V- Y Guin| et

q
i=1 ik=1

+ / SOUH AV~ Y Grithy| da (96)

i=1 ik=1

under the previous additional conditions (94).
Now the value of the varied integral is not equal to an energy, but is

equal to
q

P q
W*=2E-> Hyi—> Hi=» i (97)
=1 =1 =1

Our results, in particular, expression (93) for the energy, can be inter-
preted as follows. The atomic electrons are divided into two groups,
having ¢ and p electrons, correspondingly (¢ + p = N). The electrons
of the same group obey the Pauli principle in the narrow sense (i.e.,
without taking a spin into account). In expression (93) for the energy,
the first double integral over volume represents the interaction energy
of electrons of the first group; the second integral is that for the second
group; the last double integral represents the mutual potential energy of
both groups. Note that in the first two integrals the integrands tend to
zero when x = z/. Our expressions for the energy are much similar to
those obtained by Jordan by means of the second quantization method.!!

1See, e.g., a review by Jordan in Phys. Zs. 30, 700, (1929). (V. Fock)
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The numerical solution of our system of equations can be done by
the method of successive approximations.

If we assume the spherical symmetry, the equations can be consid-
erably simplified.'?> The solution of our equations for the case of the
spherical symmetry is, apparently, not more complicated than that of
the corresponding Hartree’s equations, but its result has to be much
more precise.

8 The Spectral Line Intensities

Having obtained the wave functions 1;, one can calculate the frequencies
and intensity of the spectral lines. The energy levels can be calculated by
means of formula (93). It should be taken into account that this formula
gives not the term but the total atomic energy. To obtain the term, one
has to calculate the difference between the atomic and ion energy.

To obtain the intensity, one needs to calculate the integral

(B E) = /w§y<>vd (98)
- Tk T,
P! i=k

where
f(xe) = f(zr s yp 28) -

We denote the basic functions ¢; for the level £ in more detail as
Y;(x, E). The total wave function for the entire atom in state F is
denoted as before by ¥ and the same function for state £’ by ¥’. If, for
brevity, we put

m=/%@ﬂ%@ﬂ%%

m:/%@Eﬁwm@ﬂwm

the value of (E|f|E’) will be equal to

a11 - a1
aiyl ... G1p q 4
azi a2
(E|fIE")= PLS oo frg |+
""""" E=1| .ounnn..
apl . app aql . aqq

12The detailed derivation of the equations with the spherical symmetry for the
sodium atom (N = 11) will be given in a separate paper. (V. Fock) (See [30-3] in
this book. (Editors))

© 2004 by Chapman & Hall/CRC



30-2 An approximate method for solving ... 163

aii . ap
ail ... Qiq » p
o1 ... Gng| |
-+ . E fkl - fk:p . (100)
C; """ a B=1] eeeunenn..
1 .
q qq9 apl . app

Here the entries fr1, fi2 ... form the k-th row. We shall show that in the
case of a single valence electron this expression for the matrix element is
approximately equal to an ordinary expression obtained by solution of
the one-electron Schrodinger equation.

In this case, one needs to put ¢ = p + 1. The functions ¢;(x, E) for
subscripts ¢ equal to 1,2, ..., p differ only slightly from the correspond-
ing functions ¥;(z, E’) because the transition of the valence electron to
another orbit affects the internal electron relatively weakly. Whence it
follows that for i, k = 1,2, ..., p the coefficients are close to ;. The wave
function ¢, (z, E') of the valence electron will be approximately orthogo-
nal not only to ¢;(x, E') for i = 1,2,...,p, but to the function ¢, (z, E’)
of the valence electron in state E’. In fact, if one supposes the field to be
unchanged by the core electrons, then ¢, (z, E) and v4(z, E") will be ap-
proximately equal to the eigenfunctions of the Schrodinger energy opera-
tor for the valence electron with different eigenvalues. Whence it follows
that the coefficients aqq, as well as aiq,...,0q-1,4 and ag1,...,0q,q—1,
will be small. The single term in the expression for (E|f| E’), not
containing small factors, is equal to

fou = / B, (20, E) f (2 (0, ') (101)

i.e., to usual expression for the matrix entry.

In some cases the deviation of (E|f| E’) from its approximate value
(101) can be noticeable enough. This deviation can be attributed to the
rearrangement of the core electrons.

Translated by E.D. Trifonov
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30-3
Application of the Generalized Hartree
Method to the Sodium Atom

V.A. Fock

Zs. Phys. 62, N11-12, 795, 1930
TOI 5, N51, 29, 1931

1 A Form of Wave Functions

The number of electrons in a sodium atom is equal to 11; one of them
is a valence electron. Ten inner electrons are distributed in pairs at
five orbitals. Thus, we have six orbitals, and, hence, six different wave
functions. In the equations of the previous article, it should be taken

N=11, p=5, ¢ =6.

Let us denote a wave function of a valence electron by g, and wave
functions of inner electrons by v1,...,%s5. In the case of spherical sym-
metry, these functions should have the form

Y1 = %fl(r)\/i—ﬂ,

v = L a(r) =

g = %fa(r)\/:%cosﬁ, .
Wy = ;fg(r)\/f?sinﬁcoscp,

V5 = ifg(r)\/\/grsinﬁsin%

o = L) Z=Yi(0.0).

The spherical function Y;(¥, ) is normalized by the following condi-
tion:

1
E//‘Yl(ﬂ,gp) |2 sind dd dp=1. (2)
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The normalized condition for f;(r) is
l/mwﬁdw:1 (i=1,2,3,4). (3)
0

In order for the functions ¥4, ...,1s5 to be orthogonal, f;(r) should
obey the following conditions:

/ﬁ@ﬁmwzm @m/ﬁmﬁmwz
0 0

o oo (4)
810 - O/fz(r)f4(r)dr =0; I - O/fs(r)fz;(?“)dT =0.

The functions f1, fa, f3, f4 correspond to different electronic shells.
For simplicity we denoted them by one subscript only; more complete
notation would be f1q, f20, f21, fni, Where two subscripts are nothing else
but the quantum numbers of the electron shell under consideration.

2 Expressions for the Energy of an Atom

To obtain the equations, we will vary the expression for the energy of an
atom derived in the previous article [formula (93)]. In this formula we
should carry out integration over the variables ¢ and ¢. Let us denote
a sum of simple volume integrals by W; and a sum of double volume
integrals by Wy, so that

W =Wy + Ws. (5)

Evaluation of W7 is quite trivial; as the result, one gets
Wi = / #1 C (0N (N1 (dfa)?
dr dr 2 dr

S p|a- [er e roge ) Ba @
0

6 2
+3f3+ =

In this expression the first integral represents an average kinetic energy,
and the second integral gives the average potential energy of electrons
with respect to the nucleus (without the energy of interaction).

© 2004 by Chapman & Hall/CRC



30-3 Application of the generalized Hartree . . . 167

Evaluation of the interaction energy W5 is more complicated; it can
be carried out as follows. Let us suppose in formulae (62) and (62*) of
the previous article

02(z,2") = o(r,1'); o1(z,2") = o(r,v’) + o(r,1’),
(7)
o(r,r) = o(r); o(r,r) =o(r),

where
o(r,r’) and o(r,r’)

have the following values:

i (FLfi + fofs + 33 fs cos),
i (8)

f4f4 1(19’90) Yl(’ﬂ/’@/)'

o(r,r') =

o(r,r') = Amrr!

Here we assumed for brevity that
fi=fitr);  fi=fi(r")

and
cosy = cos ¥ cos ¥ + sindsind’ cos(p — ). (9)

We also suppose that
dw =sind di dp;  dw’ =sind’ d¥’ dy'. (10)
The interaction energy Wy will have the form
Wa= [ [ [20w) o)~ | ov.x") P +20(6) o) -

r2 dr dw r"? dr' dw'’ (11)
\/r2 + 2 — 2yt cosw.

—o(r,x) o(r',r)]

On account of
o(r)o(r)— | o(r,') =0
the integrand does not contain terms quadratic with respect to o, which
greatly simplifies the calculations. Evaluating the integral, we will use
the known expansion
1
V2 + 172 — 27! cos vy

= @n+ DEL(rr)Palcos),  (12)

n=0
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which assumed that

m

1 r

K (r, 1) = o—— =7 for v <,

( ) 2’[7, + 1 TnJrl — (13)

1 r"
n o /
Kn(r7r)—mm for T ZT,
as well as the integral property of the spherical functions
2n+1
T8 [0 Paleosn) df = Valdip). (1)
m

Here we will write down the evaluation for only one term of expression
(11) for Wy, namely, for

2 dr d /2 d /d /
J://Q(I‘,I‘I)O'(I‘/,I‘) rarawr 9@
VT2 + 12 — 271 cosy

Let us write this integral in more detail:

J= ﬁ / / Jofl dr dr' - / / [Fofs + fofh + 3fa fy cosn]

dw dw'
\/r2 + 72 — 2rr’ cosy .

Y}(ﬁ, QD) Yl(ﬁlv 90,)

Using the known relation between the spherical functions
(2n+1) z P,(z) = (n+1)Pyy1(z) + n Py_1(z) ,

one gets

fift + fafs + 3fsf5cosy _ i

\/7“2 + 72 — 2rr' cosy {(2n+1)(f1f1 + fafo) Kt

n=0

+3f3f3 [nKp1 + (n—l-l)KnH]} - P,(cos) .
Integration over dw’ and dw gives

= / f4f4{(f1f{ + ha Kt

l I+1

s fa | —— K — K dr dr'.
+3fdf3 |:2l+1 l 1+2l—|—1 l+1}} r dr
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In order to carry out integration over r’, let us suppose
(o]
Fik(r) = /fl-(r') (") Ky(r, ") dr’; (15)
0

then we will finally get

oo

J= / {f1f4 EM 1 fofs F2 4 35564 [

0

l I+1
F34 F34 dr .
oIl 1 gy e
The other integrals in expression (11) for W5 can be evaluated in the
same manner. As the result, one has

o0

1
Wa= [{5@52 4203+ 68+ DR 4 2R 4 oF P + Y -
0
1
~RE - R -3+ 28 ) - LR

—2f1foFg? — 61 fo 1 — f1faFM — 6 faf3 F23—

l I+1
—fafa Bt = 334 THF[Oﬂ + JHFl?fl} }dr.
(16)
In this formula the terms containing products of different functions
fi(r) (the last two lines) represent the energy of quantum exchange.!

3 Variational Equations

To derive variational equations, we should vary the energy W = W1 +W,;
under additional conditions (3) and (4) ensued from orthogonalization
and normalization of the wave functions. Constructing the variation of
Wa, we should take into account that the coefficients F{**(r) also depend
on the varied functions. We can distinguish between two kinds of W5
variation: total variation 6Wa, when both f;(r) and F/*(r) are varied,
and partial variation 6* Wa, when only f;(r) is varied. It is not difficult
to see that total and partial variations are related as follows:

SWo = 6% W, . (17)

L According to preliminary calculations these terms are about 3% of the total value
Wo for the ground state of sodium. (V. Fock)
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This remark simplifies constructing of the equations because a partial
variation is evaluated easier than the total one.

The variational equations have the form:
d*f1
dr?

—2F5" fo — 6FP f3 — F = M fi + Ao fo 4+ Aaabio fa

11
+2(—+F11+2F22+6F33+F44>f _
r 0 0 0 0 1 (18)

7d2f2
dr?

—2F? f1 — 6F (P fs — F/2 f4 = Maf1 + Ao fo + Aa2dio f1

11
+2 (— +2F + FP2 +6F3 + F514> fo—
T

d2f3 1 11 11 22 33 33 44
=35 +6( 5 - 2k F 2R +5F -2 + Byt ) s

+1 l 20
SOy O3 (B ) = 20)

= A33f3 + Azl fa ,

1d? +1) 11
-3 er;“ [ (ZTQ) - < 2R 2 6F§’3] fae

I+1 l (21)
7F14 F24 _ F F —
1= Ffa =3 STESRAAS + TSRS f3=

= A14610 f1 + A24010 f2 + A34011 f3 + Aaafa .

The last of these equations is the wave equation for a valence electron,
and the first three are the ones for inner electrons. Constants A\jr = Ag;
are nothing else but the Lagrangian factors. Off-diagonal terms (for
example, the terms with f1, fo, f3 in the last equation) describe the
influence of quantum exchange. Equations (18), (19), (20) are invariant
with respect to substitution fi, fo, f3, f1, keeping the quadratic form
2f2 +2f3 + 6f3 + f7 invariant. We can assume this substitution to be
chosen so that

ik = Xidig -
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4 Properties of the Coefficients of the Equations

The coefficients Fj*(r) of our system of equations defined by formula
(15) satisfy the differential equation
2F7,k Fik )
dd o+ 2rdd?ln — (4D E* = —fi(r) fu(r). (22)
The function F{*(r) can be determined as a solution of this equation,
which remains finite at » = 0 and tends to zero at infinity. The value
K;(r,r") is the Green’s function of the self-conjugate differential operator
in the left-hand side of (22). Numerical integration of the differential
equation (22) by the Adams—Stérmer method gives a convenient way for
calculating the functions Fj*(r) when f;(r) are known.
Let us write down expression (15) for F/*(r) in more detail:

1 dr’

A 1 i
Fi*(r) = 20+1 rlT/fi(T/)fk(T’/)T,l dr’ + ' /fi(rl)fk(rl) P+
0 K

(23)

As we treat only those functions f;(r), which belong to a discrete

spectrum and rapidly decrease at infinity, we can transform this expres-
sion in the following manner:

i cit i
Fi*(r) = rlﬁ — R*(r), (24)

where it is supposed that

ai* 21+1/f’ fu(r) r'dr (25)

and

‘ ) !
R4 = gy [ (i = i ) BOOARG . 26)

This formula allows one to obtain an approximate expression for
F/*(r) at large values of 7. Let us suppose that for sufficiently large
values of r (in any case, larger than the largest root of f;(r)) the func-
tion f;(r) approximately equals?

rny =t e 1o (1)) (21)

20n account of the fact that the functions f;(r) are bound by the system of
equations, they have the equal coefficients 3 in indices. (V. Fock)
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1 1

where the symbol O () denotes a value of the order of —. In this case
r r

formula (26) gives the following approximate expression for Ri*(r):

: M;M,
Ri*(r) = Tlf;?k poitoan=2 gm20r [1 +0 (i)} : (28)

We see that this expression is notably small as compared with the
first term of formula (24) and does not depend on the subscript ! in the
approximation considered.

Thus, formula (24) can be treated as the asymptotic expression for
F/*(r), such that the first term gives an approximate value of the func-
tion, and R{*(r) does the remainder. When i = k and [ = 0, the constant
value CF* is equal to unity due to the normalization of fi(r), so that the
functions F¥*(r) are asymptotically equal to %, as should be expected,
because they are the potential of a unit charge, the density of which
decreases rather quickly with the separation from the origin.

5 Calculation of Terms

Numerical solution of the system of equations (18)—(21) can be carried
out by means of consequent approximations. After getting the functions
fi(r), as well as F/*(r), the energy of an atom W = W; + W can be
found by means of formulae (6) and (16). Herewith, in order to control
the calculations it is possible to use the following relation:

1
Wi+ §W2 = A11 + Aoz + Azz + g . (29)

Besides, the calculations can be controlled by means of the virial
theorem, according to which the double kinetic energy must be equal to
the absolute value of the potential energy (including the energy of the
electron interaction). As was shown by the author,? this relation takes
place not only for the exact solution of the Schréodinger equation, but
also for an approximate solution obtained by the method described in
the present article.

It is necessary to take into account that the total energy W of an
atom does not coincide with the value of the term; the term is equal to
the difference between the energies of an atom in the present state and

3V.A. Fock, Comment on the Virial Relation, JRPKhO 62, N4, 379, 1930. (See
[30-1] in this book. (Editors))
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in the ionization state. In order to get the value of the energy in the
ionization state, it is necessary to solve a new system of equations that
is derived from the present one, if all functions having the symbol 4 are
assumed to equal zero. However, the first-hand calculation of the term
as the energy difference is disadvantageous in the sense that the term is
obtained as a small difference between two large quantities. In view of
this, it is more expedient to do as follows. Let us denote the solutions
of the equation system for an ionized atom by f?(r) (i = 1,2, 3) and for
an atom in the present state by f;(r), and construct the differences (for
the first three functions)

8fi = filr) = f(r) (1=1,2,3). (30)

For these differences, it is possible to develop a system of equations
that allows one to calculate them directly (i.e., without knowing f;(r)).
If fi(r), as well as f4(r), are known with sufficient accuracy, it is possible
to get the value of the energy difference, i.e., the value of a term, also
with the same accuracy.

6 Intensities

Finally we need to obtain the formulae for intensities. For the general
case, these formulae have been derived in our first article (formulae (99)
and (100)).* In them we will make the simplifications that follow from
the assumption of a spherical symmetry.

Let us calculate a matrix element for the coordinate z = 7 cos ). The
matrix entries for x = rsin ¥ cos ¢ and for y = rsin ¥ sin ¢ can be written
by analogy.

For convenience, we will present formula (100) of the previous article
replacing f;r by z;; in it and assuming p =5, ¢ = 6:

ail - aie
a1 - ais 6
Y I
<E|Z‘E>= E 21 Zke | +
""""" k=1| ..........
as1 . 55 as1 66

4See [30-2] in this book. (Editors)
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an g ||
+ .......... . Z Zkl o zks ) (31)
o
do1 --- 166 asi ... ass
The values a;; and z;, = fir are written in formula (99) of the

previous article. They are equal to

ik = /E(T, E) Y(r, E') dr;  zi = /E(ﬂ E) z y(r, E) dr . (32)

Let us make a table of values a;; and z;; for the case of spherical sym-
metry under consideration. Because of the orthogonality of the spherical
functions, many of these values will be equal to zero, and we will get

a1 a2 0 0 0 ap
az az2 0 0 0 as
) 0 0 ass 0 0 ase
((aix)) 0 0 0 aw 0 asg
0 0 0 0 ass5 56
a61 a2 (63 U4 OG5 66

0 0 Z13 0 0 Z16

0 0 223 0 0 226

] o Z31 %32 0 0 0 Z36
(G =30 0 0 0 0 2 (33)

0 0 0 0 0 Z56
261 262 263 <64 <65 <66

It is not difficult to see that all determinants in the second sum of formula
(31) are equal to zero. In order to calculate the first sum, as well as the
factor in front of it, we will introduce the values

By — / i B) fur BY) dri e = / L B) v fi(r E') dr (34)
0 0

and denote by b;; and ¢;; the matrix elements

Bii P2 0  dorfia
Ny Ba1 D22 0 dor o
((aix)) = 0 0 Baz OwPsa [
010841 010842 011843 Paa
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0 0 73 74
0 0 723 724
Ci = . 36
(( Zk)) Y31 V32 V33 V34 ( )
Y41 Y42 V43 Y44

Then the matrix element (FE|z| E’) corresponding to the transition
from the level E to the level £’ will be equal to
1 —
<E|z|E’>:C-4—/ Y, Yy cosd sind dd dyp, (37)
™

where

Z Ckl --- Cka |- (38)

The matrix elements for the coordinates x and y are expressed abso-
lutely analogously. Thus, we will have

1 —
(Elz|E") = C - E/Yl Yy sind cos ¢ dw,

1 [
(Ely|E") = C - yo /Yl Yy sind sinp dw, (39)

1 —
(E|2|E") =C - 4—/Yl Yy cosd dw.
7r

These expressions have the same form, as in the usual theory where
only a valence electron is treated. The selection rule remains valid with-
out any changes. Here the distinction is only in the factor C, which has
a slightly different meaning than in the usual theory, when it is equal to

o0

C=cy= /f4(r, E)r fy(r,E") dr. (40)

0

In our theory the equality C' = c44 is only approximate. The exact
calculation of the factor C' by means of formula (38) has no problems,
as many elements in the determinants in this formula are equal to zero.

Translated by A.K. Belyaev
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Zs. Phys. 66, 206, 1930

If we assume that the most precise measurements of electromagnetic
fields using electrons or protons as “test bodies” have been carried out,
then by reason of the quantum mechanical uncertainty principle for the
coordinate and momentum of the bodies, we get certain bounds on the
measurability of the field intensities, namely, the same bounds for mea-
surements both with electrons and protons. In the sense of the quantum
mechanical concepts, it means that these fundamental restrictions on
the measurability of the electromagnetic fields suggest a reasonable lim-
itation on the possibility to determine precisely the state of the classical
field.

Electric Field Intensities

In order to measure an electrical field, varying in space and time, at
a point x,y, 2z at time ¢, we place an electron which we represent as a
wave packet localized at the point x,y, z with zero velocity! at this time
t. Then we determine the corresponding acceleration of the electron
caused by the field. Being averaged over a small time-interval t,t + 0t
for the z-component &, it is given by the equation

-
Y

(—e and m stand for the charge and mass of the electron, respectively),
where dv, is the increment of the velocity in the z-direction of the elec-

—e€,

n order to exclude a simultaneous deflection of the electron due to the magnetic
field. (Authors)
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tron within this time interval. Now we can attribute a certain velocity
component v, to time ¢ and to time t+4Jt¢ only with a finite accuracy Av,,
which is connected with the uncertainty of the electron z-coordinate

mAv, Az > h.

Consequently, the measured value of &, acquires an indefiniteness that
has the following estimate:

mAv, _ h 1
>

At = = 2 T AuAL

Hence, we can measure only an average of €,, which refers to a
space interval of the length Ax and to a time interval of the duration
At = §t. The uncertainty A€, of the value &, is inversely proportional
to the product AxAt of the corresponding values x and ¢, on which the
measured quantity of & depends.

As a complementation of the corresponding equations for €, and €,,
we obtain

AE AzAt > E,
e
h
A&, AyAt > = (1)
h
AC, AzAt > —.
e

Magnetic Field Intensities

The same considerations are also valid for magnetic field intensities. Be-
low we investigate two cases that are distinguished by the curvature of
the electron trajectory.

a) Trajectories of sharp curvature. Consider an electron having

a helical trajectory in a magnetic field which is directed along the x-axis.
Then we obtain

mve pec

Ne=—-==-

a e ae’

where a is the radius of the orbit. The uncertainty of ), is

A

a €
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Now a is the uncertainty of the coordinate in the direction of the
radius and Ap, of the momentum in the perpendicular direction; we can
set, e.g.,

a = Ar; Ap = Ap,.

Owing to
Ap, > —
Dy = Ay’
we obtain
P
e AyAz

b) Trajectories of small curvature. We denote by v; the unit vector
in the direction of electron velocity and by ) the component of §), which
is perpendicular to v;. Then we obtain

c mov
SﬁL = -V X —/—.
e 0s

We suppose that the electron moves in the y-direction, therefore,
vig =0, vy=1, wv;,=0, 6s=0dy
and the x-component of $) is

cmév,  cop,

e =

e oy  edy

We hold the value of y and measure the corresponding shift dp, of the
momentum p,. By the order of magnitude, the uncertainty dp, is equal
to Ap,, which gives for the uncertainty of §, the relation

cAp,

A9, = .
9 e 0y

Let further dy be the uncertainty of the y-value, to which the measured
value of §, corresponds, i.e., dy = Ay. Because of the relation Ap, >
%, we obtain, as before,

@ 1
e AyAz’

A$H, >
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This relation and those that are obtained from it by the cyclic permu-
tations of indices are written in the following form:

AG,AyAz > M
e
he

AH . AxAy > @
e

Another Form of Relations (1) and (2)

Obviously, equations (1), (2) have the correct relativistic symmetry. It is
also possible to formulate their contents as follows: let us consider an in-
tegral over an arbitrary two-dimensional surface in the four-dimensional
coordinate—time space

J= / F,,ds"".

where F),,, are the electromagnetic field intensity components and d.S*”
is an infinitely small two-dimensional surface element. Thus, J is defined
with the uncertainty?

_he

(&

J

The same reasoning is also valid for the integral

J = %@udx“,

which is taken along the closed contour in the coordinate—time space
where @, denotes a 4-potential.

Concluding Remarks

The contemporary quantum theory of electromagnetic fields fails to give
well-justified deductive derivation of equations (1) and (2). It states that
a possibility to measure any field component, e.g., &,, with an arbitrary
precision at an exactly defined space—time point z,y, z,t is excluded by

2We were informed about this formulation by D. Ivanenko. See also J.Q. Stewart,
Phys. Rev. 34, 1290, 1929. (Authors)
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our relations. Furthermore, according to Heisenberg,? the theory permits
a simultaneous measurement of the field intensities €, and $, within the
space volume (Al)® with the uncertainty

he
AezAny > W’
while, conversely, our theory gives the uncertainty for separately mea-
sured intensities of &, and $), the value that is obtained by the multi-
plication of the quantities mentioned above,
h2c?

AC,AH, > ——C
CB0y 2 A

with the minimal value, which is greater by a factor of % The derivation
of equations (1) and (2) on the basis of a proper multiplication law for
field operators representing field quantities is expected to be given only

by a future theory that calculates quantities with the accuracy of the
fine structure constant.

Kharkov,
Physical-Technical Institute

Translated by A.V. Tulub

3W. Heisenberg, The Physical Principles of Quantum Theory, Leipzig 1930.
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The Mechanics of Photons

NoOTE BY V. Fock
PRESENTED! BY M. DE BROGLIE

Comptes Rendus 187, 1280, 1928

We propose to treat Maxwell equations as a wave equation of motion for
a photon (a quantum of light) and to develop the photon mechanics on
this basis.

Consider vectors of electric and magnetic fields £ and H as a single
object (a bivector) F, which corresponds to the function ¢ in the wave
theory of the electron. Multiplying the vacuum Maxwell equations

10¢& 10H
—rOtH-f-Ea—O, rotS—l—gE—O (1)

hc
by vl it is possible to rewrite them in the form
i)

h OF
HF + — — = 2
f+27m' ot 0 2)

where H is the operator

hc 0 —rot
H_Qm'{rot 0 }’ ®)
its meaning follows from the comparison of equation (2) with (1). FEqua-
tion (2) can be interpreted as a wave equation for a photon.

Let us consider the volume V' delimited by conceptual planes. The
boundary conditions £ xn =0, H-n = 0 being imposed, the operator
H is self-adjoint since for two bivectors F(&, H) and F' = (£',’H’) one
has

- - h _ _
/ (FHF —HF F)dr = 3 [ [ (€ x H) + (7 x €) [ndS = 0. (4
v
Having established this, one can form the self-adjoint equation HF =
AF. It can be checked that the eigenvalues A, are just the quanta of

1Session of 16 June 1930.

© 2004 by Chapman & Hall/CRC



184 V. Fock

energy A\, = hvy,, v, being the proper oscillation frequencies in the
volume considered. The basic functions can be normalized, so that one
would have

/V (@ + Hon M) dr = S (5)

These functions can be used to construct matrices for different oper-
ators and to establish the equations of motion for a photon.
The matrix for the velocity component v, = ‘fi—f has the elements

(V2 )mn = / [(En % F), + (B x M), ] dr. (©)
Thus, the operator for v, is

dr  2mi 0 —ix
U””_dt_h(Hx_xH)_c{ix 0 }, (7)

where i is the unit vector in the positive direction of the axis x. The
eigenvalues of this operator are A =0, A = £c¢. For A = 0, the radius
vector is zero; one can say that the photon is in the state of zero energy.
For A = +c the photon moves with the velocity of light. The operators
for v, and v, have the same eigenvalues.

The operator p, = %a% in the electron mechanics has no analog
in the mechanics of photons; here we have only one operator for the
velocity instead of two? in the case of an electron.

One can also construct the acceleration operator. Its matrix elements
can be expressed in terms of the Maxwell tensor and can be written in
the form of a surface integral. One can say that the acceleration of a
photon results from its reflections by surfaces.

The field corresponding to a photon in some state can be presented
by the series

E= EncngnQ H= EnCana

where ¢,, are scalar coefficients (the same for both series). In view of
relations (5), the energy can be written as

E= / FHFdr = Encahvy. (8)

Up to this point, we considered a single photon; to evolve the statis-
tics for an ensemble of photons, one must apply the latest method of

2V. Fock, Zs. Phys. 55, 127, 1929. (See [29-2] in this book. (Editors))

© 2004 by Chapman & Hall/CRC



30-5 The mechanics of photons 185

quantization developed by Dirac. The coefficients ¢, must be treated as
matrices (b,) and €, as the conjugate matrices (bf,); these matrices must
satisfy the relation b,b] — blb, = 1. Then the eigenvalues of b} b, are
integers 0, 1, 2, etc. This fact can be interpreted by regarding the energy
of the frequency v, as a multiple integer (including zero) of hv,,. We
see that the difficulty of the old theory (the quantization of an ensemble
of oscillators) where the eigenvalues were 1/2,3/2, etc., leading to the
existence of infinite energy in the zero state (Nullpunktsenergie), does
not appear in our theory.

It must be possible to obtain the Einstein law for energy fluctuations
from our theory. Our interpretation of Maxwell equations could be also
used in the difficult problem of matter and light interaction; so one must
consider the bivector F as an operator acting on the wave function ¢ of
matter.

Translated by V.D. Lyakhovsky

© 2004 by Chapman & Hall/CRC



32-1
A Comment on the Virial Relation in
Classical Mechanics

V. Fock AND G. KRUTKOW
Received 10 May 1932

Phys. Zs. Sowjetunion 1, N 6, 756, 1932

As is known, the conservation laws in the classical mechanics of point
masses can be deduced directly from the Hamilton principle without ap-
pealing to the equations of motion. On the other hand, it was pointed
out that in quantum mechanics it is possible to derive the virial theorem
from the variational principle.! The purpose of this note is to demon-
strate that this relation can also be easily obtained from the Hamilton
principle in classical mechanics.

1. In the variational equation
t

540 [ Llgw.du)dt =o. 1)
to

every qy is replaced by Agx and every ¢ by Aq'k+}\qk, considering \ as the
variational time-dependent function. After carrying out its variation, A
must be put equal to 1. The variation d ) is taken constant in the whole
time interval (¢ — t9) excluding the domains near the end points. In the
intervals (to, to + Atp) and (t — At,t) I\ goes to zero and satisfies the
equations

to+Ato
Shdt = O,
to
t
/ SNdt = —6), (2)
t—At

1V. Fock, Zs. Phys. 63, 855, 1930; JRPKhO 62, 379, 1930. (See [30-1] in this
book. (Editors))
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188 V. Fock and G. Krutkow

where dA denotes the constant value of this quantity in the interval
(to + dto, t — At). Hence, the variation A splits into two terms:

0A =01A+ 624,

where J; A means the term resulting from 6\ = const in the whole inter-
val (t — tp) and 02 A appears due to the non-zero value of d\ at the end
points. We have

oL oL .

01A =6 dt

: / 5 (g + gt
‘ L

G2A = /5)\ > OL . (3)
04
to
2. First let us consider 3 A. According to (2), d3A can be written as

— _OAA. (3%)

t
oL
G3A = 0N o Uk
& qdk o

For a periodic system, when (¢t — tg) is taken equal to the period, A
disappears. In the general case of a finite motion, it holds

A
lim =0. (4)
t—oo t — 1t

Here 55 A disappears due to the virial relation.

3. Assuming the validity of (4) when (¢t —¢o) tends to infinity, we arrive
at the equation
A
lim

t—oo t*to

=0, (5)

representing the virial relation in its general form. In rectangular coor-
dinates, which are commonly used in the proof and application of the
virial relations, we obtain

1 T
L:T—U:§ka(xi+yi+zi>—U(xk,yk,zk), (6)
oU
51A=5)\/ 2T — Z( k+85yk+gUZk) dt (7)
Zk
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and equation (5) takes the usual form of the virial relation:

2T — Z( Tr + aUyk-l-(g(]Zk) =0
or, for a homogenous degree p function,
2T — oU = 0.
Equation (8*) also follows directly from (7), namely,
514 = (t —to)6(N*T — \°U)
and

51A _
lim — =2T — oU.
Y0 Ia=1

189

(10)

The virial relation in an arbitrary coordinate system follows immediately

from (3).

Leningrad, 7 May 1932

Translated by A.V. Tulub
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32-2%
Configuration Space and Second
Quantization'

V. Fock

Zs. Phys. 75, 662, 1932
Fock57, pp. 25-52

In principle, it is known that the method of the quantized wave function
is equivalent to the method of the usual wave function in the configu-
ration space. However, the close connection between both methods was
not observed in a proper way. In the proposed paper, this connection is
traced in detail. It appears that it is close to such a degree that on each
step the calculation with the quantized wave function admits the direct
transition to the configuration space.

The paper consists of two parts. The first one is of introductory
character and contains the derivation and comparison of the known re-
sults. Here the transition from the configuration space to the second
quantization one is considered both for Bose and Fermi statistics, the
uniqueness of the definition of the order of noncommutative factors be-
ing especially stressed. The starting point of the second part is the
commutation relations between the quantum wave functions (operators
U). It is demonstrated that these relations are satisfied with some oper-
ators acting on the sequences of the usual wave functions of 1,2,...,n
particles. Thereby, the representation of operators ¥ in the configuration
space is obtained (more exactly, in sequences of configuration spaces).
Further, the dependence of the operators ¥ on time is considered and
the form of the operator ¥ = dW/dt is defined. With the help of the
representation obtained, it is shown that the Schrédinger equation for
the operator ¥ containing the time derivative can be written as a set
of usual Schrédinger equations for 1,2,...,n particles. As an applica-
tion of the representation obtained, the simple derivation of the Hartree
equation with exchange is given.

IThis paper was reported to a theoretical seminar at Leningrad State University
in January 1931.
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192 V. Fock

I Transition From the Configuration Space to Second
Quantization?

Let us denote as z,. the set of variables of an r-th particle (for example,
the coordinates and spin of an electron, =, = (x,, Y, 2, 0,-)) and consider
the wave function

V(X122 ... Tp; ), (1)

which describes the set of n identical particles in the configuration space.
For convenience, let us pass by canonical transformation from the initial
variable x to a new variable F, taking only discrete values

E=EFEY E® O . (2)

By quantities (2), one can mean the eigenvalues of the operators with a
discrete spectrum. If one denotes the corresponding eigenfunctions as

¥ (@) = 9 (BT, 2), (3)
then the transformed wave function

c(Ey,Eq,...,Epn;t) (4)
is related to initial wave function (1) as

Y(x12T9,. .., T t) =

= Z C(E1;E2a"'7En;t)w(El§xl)"'w(En§xn)a (5)

E1,...En

where each summation variable Ey, Fs, ..., F, runs all the values (2).
The Schrodinger equation in the configuration space will be written
as follows:?

Hip(xzy ... x0:t) —iha—w =0. (6)
ot
Let the energy operator H have the form
H:ZH(xk)Jr Z G(l’k;$l). (7)
k=1 k<i=1

2The reader familiar with the theory of second quantization can skip the first part
and begin reading from the second part at once. (V. Fock)
3Here h denotes the Planck constant divided by 27. (V. Fock)
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Here the usual sum gives the energy of separate particles and the double
sum gives their interaction energy. For Coulomb forces

e2

G(z,2') = (8)

r—r'|’

In order to get the Schrodinger equation for transformed wave function
(4) one should substitute series (5) into equation (6), decompose the
result over products

Y(Eywy) .. (B wp)

of functions (3) and put the coefficients of each product zero. In this
way, we obtain

ZZ(Ek | H|W)e(Ey ... EyotWEgy1 ... En;t)+
k=1 W

+ Z Z(EkEl|G\WW’>c(E1...Ek,1WEk+1... (9)
k<l=1 WW'

e El—llel+1 N En, t) - Zh%c(ElEQ NN En,t) =0

where the following notations are introduced for the matrix elements
E|H|W) = [BEDH@W (10)
(EE" |G| WW') =

- / / BE; 2) P (B 2') Gl o Yo (W 2)p(W's o) dwda’. (10°)

Let the arguments
FEy,Es,...,Eg,...E,

of the wave function ¢ in equation (9) be equal, respectively, to the
eigenvalues
ErY) g2 g g,

If we write for brevity
(r|H|s) instead of (EC) | H | E®)),
(rt | H | su) instead of (EME® | H | EG) EW),

c(ri,re...1rn;t) instead of c(BEIET)  E))
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then wave equation (9) will take the form

n
ZZ(m | H|rye(r1 .. Th—17Tkg1 .- Tnst)+

r k=1

n
+Z Z (remi | G| rsye(ry e T 1T kg1 < TI—18T 141 - . T t)—
rs k<l=1

—ih%c(rl...rn;t) =0. (9%)
Until now we did not take into account the symmetry properties of the
wave function and, therefore, the kind of statistics. But the wave func-
tion (both ¥ and c) is either symmetric (Bose statistics) or antisymmetric
(Fermi statistics). In the case of the symmetric wave function, the value
c(ri,re,...ry;t) is defined by the set of numbers

ni,Na, ... Ny, (11)

which indicate how many times the corresponding arguments 1,2,...,r
or EW,E® E( occur in ¢. Therefore, we can put

c(rirg...rp;t) = c*(ning. .. ;t). (12)

Now, the set of values rirs...r, (defined independently of their order)
corresponds to each series of numbers (11). For example, for n = 3 we
have ¢ (4,4,5) = ¢(4,5,4) = ¢(5,4,4) = ¢*(0,0,0,2,1,0,0...).

In the normalization condition

Z le(rirg . ..rost)[? =1 (13)

T1y...Tn

one can make the first summation over all permutations of a given set
of values 71,75 ...7, and then over different sets

Z Z le(rirg . ..rost) |2 = 1.

(r1,...rn) Perm

The sum ) p. . contains equal terms; consequently, we have

n!
nylngl...

|

Z L|c(rlr2 )P =1
77,1!712! .

(r1,...mn)
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or, introducing quantities n, as variables according to (12),

n!
> et (mna. )P =1 (14)
nilng!. ..
nina...
In normalization condition (14), one can bring the weight function
ﬁ to unity with the substitution

nilng!. ..
F(ning...it) = %f(nlng...;t). (15)

For a new wave function f, the normalization condition takes the form

> e s =1 (16)

ninsa...

In the case of Fermi statistics, it is yet not enough to fix numbers
n, for the unique definition of ¢(r17y...7,;t) since the quantity c is
defined by them up to a sign. However, we can also keep equations (12)
and (15) for Fermi statistics if we impose an additional condition that in
this case the arguments in ¢ (ryry...7,;t) form the “natural” sequence,
for instance:
r<ro<rg...<rp.

If the sequence of arguments is obtained from the natural one by even
permutation then equation (12) remains unchanged. For odd permuta-
tion, its sign should be changed, for example:

¢(1,4,5) = —c(4,1,5) = ¢*(1,0,0,1,1,0,0... ).

In what follows, Bose and Fermi statistics will be treated separately.

Bose Statistics

In the case of Bose statistics, few equal arguments can occur in the wave
function ¢ (ryrs...rp;t), for example:

¢ =c(u,u,u,v,v,w,... ).

Therefore, in the first sum in expression (9*), functions can appear that
differ by the order of arguments only, namely, n,, items can occur, whose
argument 7 stays on the place u, n, items with r on the place v and so
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on. If we collect the identical items, then for the first sum in (9*) we
obtain the expression

Z(u | H | r)nge (ryu,u,v,0,w, ... )+

K
—l—Z(v | H | rynge(u, u,u,ryv,w, ... )+ ... .
T
Introducing quantities ny as variables according to (12), we obtain

Z<u|H\r)nuc*(...nu—1,...nr+1,... )+

+Z<v|H\r)nvc*(...nv—1,...nr—|—1,... )+ ...
T
or simpler

S I Hrnpe (oonp —1,..np +1,..0), (17)

where the index p can run now all the values (but not only values p =
u,v,w,... ), since extra terms vanish due to factor n,. Herewith, for
r = p the quantity ¢*(...n, —1,...n, +1,... ) should be understood
simply as ¢*(...n,. ... ).

Similarly, one can also transform the second sum in expression (9*).
Taking into account the number of identical items, we obtain:

Z{(uu | G| rs)%nu(nu — De(rys,u,v,0,w0,... )+

r,8
+Huww | G| rs)nynye (r,u,u, s,v,w,... )+
1
(vv | G | 7‘S>§nv(nv—1)c(u,u,u,r,s,w,... )+... b

Introducing the quantities ¢*(ning ... ), we can write

1
Z{(uu|G|rs>§nu(nu—1)c*(...nu—2,...n,«+1,...ns+1,... )+

T8
+uwv | Glrsyngnec™(coony = 1,000y — 1, oonp + 1,00 ong + 1,000 )+

1
+<vv|G|rs)inv(nvfl)c*(...nv72,...nr+1,...n5+1,... Y+... }
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or simpler
1
5 ZZ@Q | G [ rs)np(ng = 6pq)-
pg T8
<(.omp—1,..ng—1,...n.+1,...ns+1,... ). (18)

Here the summation indices p and ¢ can also run all the values without
exception (but not only p,q = u,v,w). The factor i 5 should stay with
all the items, since the combination p = u,q = v is met in (18), e.g., as
well as the combination p = v, ¢ = w. The meaning of the terms in (18),
in which two or more numbers p, ¢, r, s coincide, is clear by itself.

With the help of (17) and (18), equation (9*) can be written as

ZZP|H‘T7% (oonp—1,...n.+1,... )+
5 ZZWMG'TS”;?( Opq)-

Pq T8 (19)
<(oomp—1,...ng—1,...n.+1,...ns+1,... )=

oc*(ning .. .;t)

—ih =0.
ot
Henceforth, it is expedient to introduce the operator U, which trans-
forms the function f(nj,nse,... ) into the function
U.-flning...npy... )= f(nang...mp-+1,... ). (20)

The quantity U, considered as a matrix with respect to the variable n,
and its conjugate matrix U} are of the form

, Ul = (21)

<
I
OO OO
OO O =
o O = O
O =R OO
OO = O
o=, OO
O O O
o O O O

Consequently, the conjugate operator U transforms the function f(nns
ce.Mp ... ) into f”, where f’(ning...np... ) = f(ning...n. —1...)
in the case of n, # 0 and f” =0 at n, = 0. Thus,

coony—1,... ) 1 r 70,
U:f(nlng...nr...){f(nan g )fgi Zi() (22)
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It follows from the definition U, that
UU=1. (23)
On the contrary, UU, # 1. We have:

00 00
01 00

Ulv,=1 0 0 1 0 (23%)
00 0 1

Thus, the operator U, is non-unitary.

At p # r the operators U, and U, commute with U, and U;. With
the help of operators U, one can write down functions c¢* appearing in
formula (19) as:

c(oonp—1,...0m+1... ):UTU;c*(...np...nT... ),
c(..onp—1,...ng—1,...n.+1,..05+1... ) =
:U,,.USU;UJC*(...np,...nq,...n,.,...ns... ).

The order of factors, i.e., UT stand to the right of U, follows uniquely
from the definition ¢* for p = r in connection with (23) and (23*).# These
expressions hold for all values p, g, 7, s (and also for coincident ones). If
we introduce them in (19), we obtain:

S Wl H | rynpUUje” (mang ... )+
P T

1 *
—1-5 ZZ(pq | G| rs)ny(ng — §pq)UTUSU;Ugc (ning... )

p,q 1,8
—ihgc*(n n )=20 (19%)
ot 1mo... ) =20.
But if we take into account that
npU, Ul = n,U,Uf (23*)

and

np(ng — Opg) U UUS UL = ny(ng — 6, UTUIULU, (23*%)

4However, the order of factors U and UT becomes inessential after multiplying
them by n, and (ng — dpq); see below equations (23**) and (23***). (V. Fock)
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we can write equation (19*) in the form

ZZ(p | H | r)npU;Urc*(nlng R
P T

1 x
t5 ZZ(pq | G | rs)ny(ng — 5pq)U;U;LUSUrc (ning... )—

Pg T8
,ihgc*(nlm )=0 (19**)

5 . )
Here we should express quantity ¢*(ny,no, ... ) in terms of f(nq,na,... )

in accordance with (15). The operator n for the total number of particles
and consequently for n! obviously commutes with the products Ug U, and
U;f U;f U,U,; apart from that, we have

q
\/WU n1!ng! =+/n, +1U, = U.\/10.., (24)

1 1
—Ul\/mny! ... = Ul 24*

Vnilngl. o7 e N (247)
Therefore, the term ﬂpU;UTC*(anLQ ... ) of the first sum in (19**) mul-

tiplied by \/% is equal to

__vyr . gAML LI
NI V!

Similarly, with the help of formulae (24) and the relation

flring..) = /AUl U/ns f(ning ...

(ng — 5pq)U£ = Ug"q
for the terms of the second sum in (19**), we obtain the expression

\/m n (n . \/711!’[7,2!...
N V!
= /U iU Up\/nUs /s f(nans ).

Inserting these expressions in (19**), we obtain for f(ninz ... ) the wave
equation in the form

S, ULUIU, U flng... )=

(25)
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where H means the transformed energy operator

H=> (p|H|r)/mUiU/n+ (26)

1
+5 2. (0| G [ rs)y/mpUl Ui Us /i Usy/ms.

p,q T8

Here the operators U, and n, enter in combinations

b = Upy/niy, bl = /0, Uf (27)

only. If one inserts expressions (27) in (26), then the operator H takes
the form

H= }:Np|H|rb+ E:E:Nﬁpqwﬂr$mm. (28)
pr pr gs

As it follows from definitions (20) and (22) of the operators U, and U]
the operators b, just introduced satisfy the relations

bib, =n,,  bbl=n,+1 (29)

and, moreover, since for r # s the operators b} and bl commute with b,
and by, the well-known commutation relations take place:

bib, — bsbl = 6, (30)
b.b* —b%b, = 0. (30%)

Forming with the help of b, the quantized wave function
= bty(z) (31)
and its conjugate wave function
z) =) bl (), (317)
we can represent the energy operator as
H= /w* (z) da+ (32)

+§ /)/qﬂ(xypuxqcxquqwxqqux)dxdxh
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From relations (30) and (30*), taking into account the equality
> (@) () = 6(z — ),

it is easy to obtain the commutation relations for the quantized wave
functions (operators V).
In this way, we obtain

(")l () — O (2)¥(2') = 6(x — 2), (33)
U(z")¥(z) — U(z)¥(z") =0. (33*)

Fermi Statistics

Let us turn again to wave equation (9*). We assume that the numbers
r17ror3ry, ... are arranged in the natural order

<< ryg<...<Tn, (34)
so that, according to (12), we have:
c(rirg...rp;t) = (nana .. 5t). (35)
In the natural order, the number r; stays in the place k, where
kE=ni4+na+...4+n,. (36)

In the k-th item of the first sum in (9*) r, was replaced by r, so that
the arguments in ¢ are arranged in the order

TITQ o P 1 T Tkt - Th, (*)

which is not natural, because r stays in the place k, while it should stay
in the place
K =ni+ni+...4+n.

(The primed quantities are those new variables ng, which correspond to
arguments (*) in ¢.) Therefore,

. k+k’
c(rrg. .t 1T i1 To3t) = (=) e (Con, — 1 e+ 1,000 ).
Now, let us introduce new operators aI and «a, assuming

f(ni...n.+1...) for n, =0,

arf(nl...nr...):{ 0 form. =1 37
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fry...n.—1...) for n, =1,

R R for ny, =0, 57

It follows from this definition that for r # s the operators a, and o
commute with a, and ] (since they act on the different variables), while
for 7 = s the following equalities hold

aiar =n,, ara:[ =1-n,. (38)
It is easy to prove the equality
or(1—2n,) = —(1—2n,)a, . (39)
Using the operators a,., one can write

o, — 1, 0on.+ 1,0 ):aikarc*(nlng... ).

The order of factors o). and «,. is defined here uniquely, since for r = 7y,
and n,, =1 the factor in front of c¢* in the right-hand side is reduced to
unity, as it should be. We have

(1) = (1,
but since for n = 0 and n = 1 the quantity (—1)™ coincides with (1—2n);

instead of this, one can write

Tk

(—DF =TI —2n) = vy,

p=1

where
S

v = [0 - 20,) (40)

p=1

denotes the sign-function of Wigner. Similarly, (fl)k' = v]., where v, is
constructed from the numbers n).. Thus, we have

c(ri . Tp_1 Ty 3t) = Vrku;aikarc*(nlng ).

On the basis of
i 1

/ _
Ve, O = Q. Qiplr,
we can also write

c(rirg . . Te—1 7 Trey ... t) = Vrkalkaryrc*(nl,ng cee )
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Then the first sum in ( 9*) is equal to
Z Z(rk | H | r)urkaikarl/rc*(nlng ce ).
r k-1

In summing over k the index r; runs the values rirs...r,. Instead of
this, one can suppose that r; runs all the values since the superfluous
items vanish due to the properties of the operator af. Thus, for the sum
considered, we obtain the expression

Z Z(p | H | 7’>1/pa;;ozr1/rc*(n1, Ny... ). (41)

Now let us transform the second sum in ( 9*). To do this, first of all one
needs to define the sign in the equality

te(ry . The1 7 That - T1—1 S TU41 ... Tp;t) =

=c"(..ng,—1..ony —1.on.+1,...ng+1,... ) =c*(n],ns... ).
In the function ¢ the argument r stays in the k-th place. First, we shift
it to the first place; then ¢ acquires the factor (—1)¥ = —v,, and we
obtain

Py e Ph—1 T Tha1 - -T1—1 STi41-.-Tnit) =
=~V (P 1. T 1Tkt1 - -TI=1 S TI41---Tn;t).

When r; > 1, the argument remains in the place number [ + 1, where
l:n1—|—n2...nrl.

In the case of r; < 1, the argument s is shifted by one step to the right
and, thus, appears in the place number [ + 1. Now if we move s to the
second place, we obtain

C(ee Pl T Pl - TI—1 STi41 ... ) =
vy vpc(rsrira... ) for r; > rg,
S e vre(rsryra... ) for r; < ry.

On the other hand, if we denote the places r and s in the natural sequence
as k' and I’, where
K =ni+ny+...+n,

U'=ni+ni+...+nl,
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then, applying absolutely similar considerations, we obtain

natural sequence

—TN—
c(ri...r...s..)=c"(niny ... )=
v vie(rsri...) for s > r,
T\t vie(rsr..) for s < r.

Together with the previous equalities, it gives

Cloe Ml T Tl - 7= STUg1 ... ) =
Ay v vie(nf nh .l in case I,
I N 2 2 VA VA (T | in case II,

where cases I and II are characterized by the inequalities

Ty > T and s > r
case I,
r < Tk and s <r
or
> and s <r
! k case II.
r; < Tk and s >r

The change of arguments ning ... to ninh ... in the function ¢* is
produced by means of the operator of, of, a, ay:

cFmymh...)=al ol a; o c*(nina... ).

We make sure that the order of factors af and « (so far as it matters)
was chosen correctly considering particular cases r = 7, s = r; and
r=r;,s =r. If we also take into account the equality

/ /
v, Vg al ol asa,=al ol asa, v, Vs,

Tk Ty Tk T
we obtain
¢ (e Phe1 T Thg1 - T1—1 STi41... ) =
7 7 alk a:[l Qs Qp Vs Vp €* (Np ng ... ) in case I.
—Vp, Vp Qf, ai.l Qs Qp Vs Vp C* (Np Mg .. ) in case II.

However, it follows from formula (39) and from definition (40) of the
quantity v, that
Vs = VsQiy for r > s,

Vs = —VsQiy for r <s. (42)
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Therefore, in case I it will be either simultaneously
a,Vs = Vs, and alk_ Vp, = Up, alk (for r > s and r > 1),

or simultaneously

a,vs = —vga,. and aik Up, = —Ur, aik (for r < s and ri <rp).
Therefore, in case I the operator acting on ¢*(ning ... ) is equal to

Ur,, alk Uy, ailasusoz,.yr .

But this operator has the same sign also in case II, since then we have
either simultaneously

oV = Vs, and aikyn = —ynozik (for r > s and r < 1p),
or simultaneously

Vs = —Vsa,. and aik Vp, = Up, aik (for r < s and ri > 7).
Thus, always

C(ee Tl T Tl o TI—1 STi41 ... ) =
= l/rkoz:[k Vrloz;[l Qs Vs 0 Vp € (D1 Mg 0. ).

Now, we should substitute this expression in the second sum in formula
(9*). This sum will be equal to

n

ZZ(T;J; | G | rs)vp,al vpal avsonvc(nans ... ).

rs k<l

If we discard the restriction k < [, then the sum will be doubled and we
should add the factor % Then, we obtain

1 *
3 Z Z(pq | G | rs)ypa;ﬂvqa:;asvsarurc (ning... ). (43)

rs  pq

Here, according to the initial definition, p and ¢ run only the values
r1,72,...7, (hereby p # q). However, one can admit for them all the
values without exceptions if we take into account that superfluous items
vanish.

Substitution of expressions (35), (41) and (43) into formula (9*) gives
the wave equation for the wave function ¢* (n1 ne ...; t). But for Fermi

© 2004 by Chapman & Hall/CRC



206 V. Fock

statistics this wave function differs from the wave function f(ninsg...;t)
of equation (15) only by the factor (namely, v/n!), which commutes with
separate items of the energy operator. Therefore, the wave equation for
f(ning ... ) has the same form as for ¢*(niny ... ), namely,

of
ot 0,

where, according to (41) and (43), the energy operator H is

Hf(niny...;t) —ih—

H-= Z(p | H | 7) v a;‘) O Up+ (44)
pr

1
+§ Z(pq | G| rs)vy a; v, ag Qs Vs Oty V.
pqars

The operators «,- and v, enter the energy operator only in combinations

ar = Q Uy, ai = VTozI. (45)
Indeed, we have
H= Za | H|ra,+ Za Tpq| G| rs)alal . (447)
pr pqrs

As it can be easily proven with the help of (38) and (42), for the quantum
amplitudes a,. there are the equalities
ala, =n,, ara T =1-n, (46)

T

and the commutation relations
al +ala, =0, (47)

aras + asa, = 0. (47%)

Using “amplitudes” a,., one can construct the quantized wave functions
ar
x) = Z a; (), (48)
T
x) = Z ali, (), (48%)
T

which satisfy the commutation relations

()T (2) + OT (2)¥(2') = 6(x — 2), (49)
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V(2" ) (z) + V(2)¥(z') =0. (49*)

As in the case of Bose statistics, the energy operator can be written in
the form

H= /\I/(x)TH(m)\IJ(x) dx+ (50)

Transition from the amplitudes a,. (or b, in the case of Bose statistics) to
quantized wave functions W(x) presents a unitary canonical transforma-
tion of single particle variables (transition from variables E(") of formula
(2) to variables ). One can consider the amplitudes a, (or b,.) and also
U(x) as quantized wave functions and formulae such as, e.g., the com-
mutation relations or the expression for the energy operator written in
terms of a, (or b,.) are essentially interchangeable with those written in
terms of ¥(x).

Note also that all other operators in the configuration space are trans-
formed in the pattern of the energy operator and can be presented by
means of the quantum wave functions. Herewith, as in the energy oper-
ator the order of the non-commuting factors is obtained in a completely
unique way.

II Representation of Operators ¥ in Configuration
Space

Total number of the particles does not enter explicitly the formulae of the
second quantization; these formulae hold for arbitrary and even indefinite
n. To the number n, one can put in correspondence the operator

n:/\I/T(x)\IJ(:r)dac (1)

having the eigenvalues n =0,1,2....

With respect to operator n, one can split all the operators into two
classes: the operators commuting with n belong to the first class, and
the non-commuting ones belong to the second class.

Here we will deal with the representation in the configuration space
of general operators non-commutating with n and, first of all, with the
representation of operators ¥ (z). It goes without saying that the results
will be applicable also to operators commuting with n since they can be
expressed in terms of ¥(x) and ¥'(z).
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To unify both kinds of statistics, let us write the commutation rela-
tions for the quantized wave function in the form:

(") Ul (z) — TN (2) (") = 6(z — 2'), (2)
W(2")W(x) —e¥(z)¥(2') =0, (27)
where it should set ¢ = 1 for Bose statistics and € = —1 for Fermi

statistics. It follows from the definition (1) of operator n and from
commutation relations (2) for both kinds of statistics that

n? —¥(n-1)=0. (3)

For ¥(z) we choose the representation in which n has a diagonal form.
If we denote the matrix elements of ¥(x) in this representation as (n |
U |n'), then “selection rules” follow from relation (3):

(n—n"+1)(n|¥|n) =0, (37)

according to which only the matrix elements of the form (n| ¥ |n’ + 1)
differ from zero. Hence, the matrix ¥(z) takes the form

0 (O[w[1) 0 0
0o 0 ajw(2) o0 ..
Y@=19 o o e | W

A separate matrix element (n — 1| ¥ | n) can be treated as an operator
acting on the function of n variables® 12 ...z, and transforming this
function into the function of n —1 variables x5 ...z, _1 and parameter
x. Thus, the operator ¥(x) acts on the sequence of functions

const
Y(z1)
Y(z122) (5)
Y(z12223)
of 0,1,2,3,... variables and transforms it into a similar sequence; func-

tions (5) can be interpreted as usual Schrodinger wave functions in the

5Each variable z, is actually the set of variables, for example, ar,yr, zr, or de-
scribing the r-th particle. (V. Fock)
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configuration space.® We shall say that 1(z122...,) is the wave func-
tion in the n-th space. Let us suppose that the action of operator
(n —1|¥(x)|n) is defined as

(n—1]%(x)|n) Y(r1z2...20) = VN Y(x 21 T2 ... TH_1) (6)

and show that for the proper definition of the conjugate to ¥(z) operator
Uf(z) commutation relations (2) will be implemented. Due to (4), the
matrix UT(z) has the form

0 0 0
[ aretio) 0 0 .
Vie) = 0 @t o ! (49

where (n | UT | n — 1) is the operator conjugated to (n — 1 | ¥ | n).
This operator sends the function of n — 1 variables zixs...z,_1 into
the function of n variables x1zs ...z, and parameter x. Herewith, one
needs to take into account that the operator (n | ¥ | n — 1) should not
change the symmetry properties of the wave function; it should transform
the symmetric function into the symmetric one and the antisymmetric
function into the antisymmetric one. Let us find the operator (n|¥f|n—1)
defining its kernel; we can make it if we construct the kernel (n—1| ¥ | n)
and pass to the conjugate kernel.

Because the wave function is either symmetric or antisymmetric, in-
stead of (6) one can also write

n—=119|n)Yxr z2... Tp) = —=[W(r 21... Tp_1)+
te (g T X2 Tp1) T Oy g @) (6%)
The kernel of the operator defined by (6*) is

n—1izy 29... Tpo1 | V() | n;& &0 &) =

- %[5(51 —2)0(a — 1) ... 0(En — 1) + ...
+5k715(fl - xl)...é(gk_l — :lik_1)5(§k — x)é(fk—i-l — :Ck)(S({n — an_l)+

v e (G ) L 86y — 1) (6, — )]
(7)

SFor the first time such sequences of functions were considered by L. Landau and
R. Peierls (Zs. Phys. 62 188 (1930)). (V. Fock)
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The kernel of the conjugate operator (n | Uf(x) | n — 1) will be obtained

if one replaces the variables &1, &, . .., &, in formula (7) to z1, 22, ..., 2y
and the variables x1,x2,...,2,_1 to £1,&2,...,&,—1. Then the operator
(n| UT(z) | n —1) acts on the wave function ¥(z1, xs,...,x,) as

<n ‘ \IJT |n_1>’¢(l‘1 To ... xn—l) =

= %[5(11 —o)p(xe 23 ... xy) +Ed(x2 —x)Y(21 T3 ... Tp) ...
+5k_15(xk —z)Y(z1 T2 ... Tpo1 Thy1 --- Tp) .-
+e" 0 (x, — 2)Y(zy T2 .. Tp1)] (8)

The operator (n | UT | n — 1) defined with this equality satisfies the
requirement that it leaves the symmetry properties of the wave function
unchanged; for this purpose we passed from relation (6) to relation (6*).

Once ¥(x) and ¥'(x) have been defined, we can turn to the proof
of commutation relations (2) and (2*). Let us construct the operators
Ut (z)W(2') and ¥(2')¥T(z). These operators commute with n; there-
fore, they have the diagonal form with respect to n. We have

0 0 0 ...
0 A; 0 ...
T AN 1
V)W) =1 ¢ Ay 9)
and
By 0 0
0 By 0 .
Nt _ 1 *
vawi@ = o e ] (9%)

where A,, and B,, are the operators;
Ay = (n | W (@)W(2') [ n) = (n| ¥T(z) |n—1)(n—1] (') |n), (10)

B, = (n| ¥(a") ¥ (2) [n) = (0| ¥(2') | n+1){n+1] ¥i(z)[n), (10%)

which act in the n-th subspace. Applying initially (6) and then (8), we
find
Aph(zy 22 oo ) = 0(z1 —2)(2" w2 oo 1)+

+ak_15($k - $)¢($/ T1 o.eo Tpo1 Thel oo Tp) + .o

+e" (2 — 2)Y(2 21 o Tp) (11)
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or taking into account the symmetry properties of the wave function
(n | OH(@)U(2') | n)p(zy zo ... zp) = 0(x —2)0(2 2o ...2n) + ...

+0(zp —2)Y(w1 oo T T Tpy1 o Tp)
+6(xy —2)p(21 ... THoq ). (11%)

If one applies first (8) and then (6), after changing n to n 4+ 1 we find
Bptp(zy ... xp) = (n | U@ (2) | n)(zy ... z,) =

=6z —x)(z1 22 ... xy) +e0(xy —2)Y(2 T2 )+
+eP5(xr — )Y@’ 21 . Tho1 Thg1 - Tn) e
+e"6(zy —2)Y(2" 21 ... Tpo1). (12)
Comparison of (11) and (12) shows that

Bo(xizs ... xp) — eApth(z129 .. Ty) =

=6z — 2")(z122 ... T0) - (13)

In virtue of (9) and (9*) it means that there are the commutation rela-
tions

U ()Wl (z) — U (2)W (") = 6(z — 2'), (2)

where the unit matrix in the right-hand side (with respect to n) is im-
plied.

Relation (2*) is proven even simpler. By formula (6) the operator
U(x) transforms the sequence of functions (5) into the sequence

Y(x)
V20 (zz1)
\/31/1(1%1172)

ie.,
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Applying the operator ¥(2’) to (14), we shall have

const V2 1p(za’)
Y(21) V3 2p(za'xy)
U (/) ¥(x) zgmwz) | = | VA 3(za'zizs) | - (15)
T1T2T3) | | eeeeiiiiiia

From this with substitution of  and 2’ we obtain

const V2 (')
Y(21) V3 2(z' zay)

\I/(x)m(‘r,) ’ll)(l’l.’bg) = mw(ﬂf/ﬂfl‘lxg) . (15*)
P(ewaxs) | | o

However, expressions (15) and (15*) are either equal (¢ = +1 for sym-
metric functions) or equal in quantity but opposite in sign (¢ = —1
for antisymmetric functions); hence, the commutation relation (2*) is
proven.

By means of the formulae obtained, all the operators of the second
quantization can be constructed in the configuration space. Those that
do not commute with n act on the sequence of functions of the form
(5) and cannot be represented in the configuration space of the definite
number of particles. For commuting with n operators, it is sufficient to
consider a diagonal (with respect to n) element of the matrix that can
be interpreted as an operator in the n-th subspace, i.e., in the configu-
ration space of a given number of n particles. For instance, the energy
operator commutes with n (formula (50), Section 1), and as a result of
its construction in the configuration space, we arrive back at the usual
Schrodinger energy operator for n particles. Let us consider some more
examples of commuting with n operators.

The operator U (x)¥(z) of the particle density in the n-th subspace
has a representation

(n | \I/T(x)\ll(z) | (129 ... xy) =

=[0(x1—x)+d(x2—2)+...+6(xy —2)|P(x1 22 ... Ty). (16)

This formula is a particular case of formula (11) that is obtained if one
sets in (11) z = 2’ and uses the relation §(zy — z) f(z) = §(zr — x) f(zk)
valid for any continuous function.
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Multiplying expression (16) by the volume element dz and integrating
over some volume V', we can conclude that the operator

ny = / U ()0 () dx (17)
v
has the following representation in the n-th subspace:

|y | nyp(zr ... 2n) =ny (21 ... Tp)P(x1 o0 Ty). (18)

The value of the function nf,(x1... z,) in (18) is equal to the number
of those arguments z; ... x, that belong to the volume V. Therefore,
as was expected, the operator ny has integer eigenvalues.

As another example, let us consider the operator of the Coulomb

potential
Ut (2" (2
V(r) = e2/|(r—)r’(|)dx/. (19)

To construct the matrix element (n | V(r) | n) in (16), we replace = by
z', multiply it by % and integrate over =’ . We obtain:

(n| V(r) | n)o(a: Zh,_rk‘ L) (20)

Hence, the operator V(r) in the n-th space means “multiplication by

Zn e? ”
k=1 II‘*I‘)CI :

Time Dependence of ¥ Operators and Quantized Wave
Equation

As is known, the evolution in time of the state of a physical system
manifests itself as either the time dependence of the wave function or
the time dependence of the operator. Following Dirac,” we shall call the
Schrédinger representation the representation of the operators, in which
the time dependence is transferred to the wave function. The repre-
sentation, in which the time dependence is transferred to the operators
(matrices), shall be called the Heisenberg representation.

Let ¢ be the wave function of the system and S(t) the unitary oper-
ator that transforms the initial wave function (-, 0) into wave function

“P.A.M. Dirac, The Principles of Quantum Mechanics, Oxford (1930).
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¥ (-,t) corresponding to time t (here, the variables of the system are
denoted by a point). We have

P t) = S, 0). (21)

Differentiating this equation with respect to time and replacing (-, 0)
with
we obtain

%f = S()¥(-,0) = SOS' (1) (-,1). (22)

We denote the operator iS()ST(t), which will be Hermitean in virtue
SST =1 as )
iS(t)ST(t) = —iS(t)ST(t) = H. (23)

Then H is the Hamilton operator of the system. Denoting by L some op-
erator in the Schrodinger representation and by L’(¢) the same operator
in the Heisenberg representation, we shall have:

L'(t) = ST(t)LS(t). (24)
From (24) and (21), we obtain
L'(t)y(-,0) = ST(t) Ly (-, t). (25)
The time derivative of this expression is equal to

dL' () d

5 0) = —[ST(t) L (-, 1)) 26
= u(,0) = SST LY 0) (26)
Here, the operator dLC;t(t) on the left is in the Heisenberg representation.

Denoting the same operator in the Schrodinger representation as %7 we

obtain, similar to (24) and (25),

dr'(t) dL
ks ST(t)ES(t) (27)
and dr'(t) dL
2,0 = ST 0 L), (28)
Comparison of (26) and (28) gives
dL d
Ew("t) = S(t)ﬁ[STLw(Ut)L (29)
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and after differentiation
dL _ 5(n)st Drpe
S 0) = SOSTTH 1) + S 1)]. (30)

In accordance with (21), the operator S(t) gives the time evolution of
the wave function for time ¢ in positive direction.

Analogously, the operator ST(t) gives the time evolution of the wave
function for time ¢ in negative direction. Taking this into account one
can formulate the meaning of equation (29) in the following way.

The result of the action of the operator % on the wave function
¥(-,t) in the Schrodinger representation is obtained by means of the

following operations:
1. Application of the operator L.
2. Continuation in time by the quantity ¢ in negative direction.
3. Differentiation with respect to t.
4. Continuation in time by the quantity ¢ in positive direction.

This formulation has the advantage that it does not use the Hamilton
operator, at least in an explicit way.

Now let us apply this rule to the definition of the operator d +» which
enters the quantized wave equation. In this case, the operator is the
quantum wave function ¥(z,t) and ¥(-,t) is the sequence of functions
(5). We restrict ourselves to the case when the number of particles does
not change with time, thus excluding photons from consideration. For
lucidity, we consider the quantum Schrédinger equation

ov

[HY(z) + V(2)]¥(z) = iha,

(31)
where HY denotes the usual Schrédinger operator for the one-body prob-
lem , , ,
h 0 0 02
HY2) = - 2
@) =g (3 + 5z + 5z +Uwmn) @)

and V(z) = V(r) is the Coulomb potential operator defined in (19).
In our case, the operator S(t) produces in the configuration space

just the continuation of the separate wave functions of sequence (5) in
time:

const const
Y(21;0) _ | v(ast)
S(t) 7/1(1”1 Iz,o) N lff(xl IQ,t) ' (33)
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Hence, the operator S(t) is of the diagonal form

So 0 0
siy=| 00| (34)

where the operator S, = S, (t) continues the wave function in the n-th
subspace in time:

Sn(O)(x1 x2 ... 2p;0) = (21 T2 ... Tyst). (35)
Furthermore, by (23) we have
—ihS,(t)Si(t) = H(xy ... x,), (36)

where H(z1 ...x,) denotes the Hamilton operator in the n-th subspace.
The operator —ihS(t)ST(t) will, therefore, be also diagonal and its diag-
onal entries will be operators (36).

Now, let us form the operator W(zt) = 9% By (29) or (30), we have

const @b(x t)

2¢(x x1 t)
\/§w(:c x1 o t) (37)

+

const
; Y(21 t)
iht(z ) Y(z1 22 1)
V2H( 0) ( ) \fl/}(f !
—V/2H (24 Y(r xy t ; Zw(x x1 t)
—V3H (21 x2)p(z 1 22 t) i V3Y(x xy wa t) | ()
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Taking into consideration (20), we obtain the following expression for
the operator in the left-hand side of the quantized wave equation (30):

const

P(zy t) _
[Ho(z) + V(z)|¥ nes 1;32 t) |

P(at)
V2U(x 21 t)
V3Y(x 1 9 t)

=[H’(z) + V(2)]

HO(z)i(x t)
V2 [HO(QC) L } Wz 21 t)
_ i | r1|2 (39)
V3 |:HO(I) + i i ] V(x 1 39 1)
r —ri|  |r—rg

Equating (38) and (39), we obtain (after cancellations of v/2, v/3, etc.)
the chain of equations

Oy (x t)

HO(x)(x t) = ih TR (401)
2
[Ho(a:) o © ot H(ml)] Wi @1 t) = m‘%’(gtxl 2y (40,)
62 62
HO(z) + + H(xy xo)| Y(x 21 22 t) =
{ r—ri]  [r—rof ]
_ m@d)(:c 22 xo 1) 7 (405)
[Ho(x) + Z ‘r i2rk| + H(xl T2 l‘n)‘| w(x L1 Tn t) =
k=1
— Zhﬁq/}(x T Ln t) (40n+1)

ot

From equation (40;), we conclude that

H(z) = H(2).
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Then equation (402) gives

e2

H(z z1) = H(2) + H(2,) + ———
v —rq|

and so on. Generally, the (n+1)-th equation gives the recurrent relation

between the Schrodinger operators for n and n + 1 particles, namely,

H(x xq 29 ... Z\r—rk\ H(xy xo ... zp). (41)

Now, expressing H(xy xo ... x,) directly through H°, we obtain for
the Hamilton operator of the n-body problem the usual Schrédinger’s
expression

n

H(iws...a,) =Y H)+ Y — . (42)
k=1

k>1=1 [y — 11l

Thus, in the configuration space the quantized wave equation is decom-
posed into a set of the usual Schréodinger’s equations of the form

oY
ot

It is seen from this example that the reasoning with quantum wave
function admits the direct transfer to the usual configuration space at
any stage.

H(zy xo ... zp)¢¥(x1 22 ... xy t) =ih— (43)

Derivation of the Hartree Equation by the Second Quantization
Method

As a simple application of the results obtained, we derive the Hartree
equations® extended by account of the exchange.

As is known the equations for the eigenfunction of the energy oper-
ator (and the Hartree equations, too) can be derived from the variation
principle

W =0, (44)

where W denotes the energy of an atom in the stationary state consid-
ered. Therefore, it is sufficient to find the expression for the energy. But
the quantity W is equal to the diagonal element

W= (Wn|H|Wn) (45)

8V. Fock, Zs. Phys. 61, 126 (1930). (See [30-2] in this book (Editors)).
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of the matrix of the quantum energy operator H (formula (50) of the
first part)

H— /\IIT (2)dx + 7/ Ut (2)Uf(z )\II(I/)\I/(I)dI’dLE,. (46)

v —r'|

To define W, we should calculate the matrix elements of integrand op-
erators. We have

(W | U (@) H (@)W () | W) =
(47)
= H(2")(Wn | U (2)¥(a’) | Wn), x=2a.

Therefore, for the calculation of the matrix element of the integrand
operator of the first integral, it is sufficient to define the quantity

o(z ') = (Wn | Ul (z)W(2') | Wn). (48)
The expression for the operator Wf(z)¥(z') in the n-th subspace has
been already found in (11*). Let ¥y (x122...x,) be the eigenfunction
belonging to the eigenvalue W of the energy operator in the n-th sub-

space. Then, by taking into account the symmetry properties of the
wave function, formula (48) gives

o(z z") :n//@w(m To ... Tp)w (@' xe ... xp)dry ... dzy,. (49)

To derive the Hartree equations, we should replace the wave function in
the exact expression by the determinant approximation

1 .
Yw(T129. .. 20) = 7 | wi(zk) |l i,wk=1,2,...n, (50)
where p;(z) are assumed to be orthogonal and normalized
/@(@‘Pk(ﬂﬁ)df =0ik - (51)
Then, we obtain
= Bi2)pil) (497)
i=1

and formulae (47) and (48) give

(Wn | Ul (2)HY(x) | Wn) Z(pl (). (52)
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Now, let us calculate the matrix element in the double integral (46).
By means of relations (14), (16) and (8), it is easy to find that in the
n-th subspace this operator has the form

(n | O (@)W1 (2") ¥ (2")U(2) | n)yp(a1s ... 20) =

= > Sk —2)d(w — a)(riae . ). (53)

k, =1, k£l

Hence, its matrix element is equal to

(Wn | O ()T (2T (2)U(z) | Wn) =

n—l/ /|wxmx3...xn|2dx3...dxn. (54)

After substitution v, in the form of determinant (50), we obtain from
(54) an approximative formula

(W | O (2) 0 ()0 () U () | W) =

= o(z z)o(z" a') —[o(z 2)|*. (55)

Now, substituting (52) and (55) into formula (46) for the matrix element
H, i.e., for the energy W, we get the expression:

e [ [ol@x)oa a’) —le(x )P
W = /ngr x)or(x)dx + // \r—r| dxdx’.

(56)
This differs from the result obtained in our quoted paper only in that
here we suppose the spin coordinate to be included in the variable z and,
hence, we can operate with purely antisymmetric wave functions.

Translated by Yu.M. Pis’'mak
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On Dirac’s Quantum Electrodynamics

V. FocK AND B. PODOLSKY

Phys. Zs. Sowjetunion 1, 798, 1932 (in English)
Fock57, pp. 52-54

In his new paper,! Dirac suggested an original combination of the quan-
tum electrodynamics of vacuum with the wave equation for matter. For
a one-dimensional example, he demonstrated how the Coulomb interac-
tion can appear in some approximation.

Since the one-dimensional case cannot make physical sense, it is nat-
ural to try to make calculations for a three-dimensional case. This will be
done here but very briefly; a more detailed exposition will be presented
in another article. We denote the components of four-dimensional po-
tential in Heaviside units as Ag = V; Ay, Az, Az and write the Fourier
expansion for these quantities as follows:

1 ] )
—1c|k\t+zk-r
Al(r’ 277)3/2 /al (dk)+
1
zc\k|t ikr
o [l (dK),
where
r:(xl,xg,xg); k: (/ﬂl,kg,kg).

Applying properly the known quantization rules, we find the following
commutation relations for the amplitudes a;(k):

he

a,(k')a, (k) - a}, (K)a, (k') = o]

elélmé(k — k/)

(here eg = 1; 1 = e3 = e3 = —1; I,m = 0,1,2,3; 27h is the Planck
constant). As we will neglect the relativistic effects, we restrict our
consideration only to the case of the scalar potential. According to
Dirac, the wave equation is

Wy — Zh% = —(61‘/(1‘1, t) + 52V(r2,t))'lp,

1P.A.M. Dirac, Proc. Roy. Soc. A136, 453, 1932.
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where ) 1
W=_—"—p?+ —p2
9y p1 + 9 P2

We shall look for the wave function in the form

Y=o+ Y1 +Pa+...,

where v, is of the n-th degree in charges €7 and 3. We transform the
equation to the momentum space and write down the expansion

©=@o+©Y1+p2+...
for the corresponding wave function. We put

1

i (0 0
76g(p1-r1+p2-r2—W0t) . 5.0.
(27h)3 /

Yo =

Then .
o =0(py — PPy — PY)e” F110" - gjo.

For the function 1, we find the expression linear in operators ay(k’) and
azr)(k) that contains four terms. The right-hand side of the equation for
2 will be quadratic in ay(k’) and ag(k). We should replace the terms of
the type ao(k')ay(k); a}(k')a} (k); ag(k')a} (k) by zero and in the term
ag ap, make the substitution?

ol (K)ag(K) — " 5(k — k).
2[k|
Then, we obtain

L0
W(,OQ 7271% =

£1€2 1 5
(2m)3h [py — PIJ?
where K is a constant (in fact, an infinite one). Transforming this equa-
tion back to the coordinate space, we find

L Oy €1€2 _
Wipy — Zhﬁ = (K - 47r|r1r2|) Yo = —Utb.

= Kgo — (P + Py — P} —pY)e =0l 550,

2We are looking for that part of the wave functional ¢ (or %) that corresponds
to the zero-quantum state. (This is denoted symbolically by the factor §;9, where
j is the number of light quanta.) Only the retained operator agao sends this zero-
quantum part again to a zero-quantum one, whereas the removed operators aoazr),

agag and aga, either cancel it or transform it into a two-quantum state. (V. Fock)
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From this equation, one sees that the interaction energy is equal to

— 12 Nk
47T|I‘1 — I‘2|

But this is just the Coulomb energy (in Heaviside units) and, moreover,
with the correct sign. It seems very likely that if one will not neglect the
vector potential then Breit’s retardation correction will appear in the
corresponding approximation.

Typeset by V. V. Vechernin
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On Quantization of Electro-magnetic Waves
and Interaction of Charges in Dirac Theory!

V.A. Fock AND B. PODOLSKY
Received 2 July 1932

Phys. Zs. Sowijetunion 1, 798, 1932 (in English)
Fock1957, pp. 55-69.

In the previous note [1], we have stated the result of the application
of Dirac’s new ideas to calculation of the electro-static interaction of
two charges. In this article, we give the detailed account of this result
and also give the application of Dirac’s ideas to a more exact account
of the interaction with the help of Dirac’s linear Hamilton function.
The work is divided into three parts. In the first part, we consider the
problem of quantization of the electro-magnetic field in an empty space,
which is of new interest in view of Dirac’s ideas. In the second part, an
application is made to the calculation of the interaction resulting from
the scalar potential in the Schrodinger equation, and the Coulomb force
is obtained. This part, in an abbreviated form, was the subject of the
previous note. In the third part, an application to Dirac’s Hamilton
operator is made.

I Quantization of Electro-Magnetic Fields

81. In applying here Dirac’s theory only the fields satisfying electro-
magnetic equations for an empty space need to be considered. Thus, each
component of the electric and magnetic fields as well as each component
of the vector and scalar potentials must satisfy the D’Alembert wave
equation. Applying the general theory of quantization of fields developed
by Heisenberg and Pauli [2], we consider the D’Alembert equations as
fundamental and Maxwell’s equations as secondary ones. Therefore, we

IThis paper includes the correction published separately as [7]. Up to formula
(61) the text coincides with article [6] and after formula (61) with the text of §2 of
article [7]. (V. Fock, 1957)
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226 V.A. Fock and B. Podolsky

chose a Lagrangian function to obtain the D’Alembert equation as the
equation of motion. In this way, the difficulty of vanishing impulse P,
is avoided and Maxwell’s equations appear as a result of an additional
condition Py = 0.

We identify four coordinates of the field Qq, Q1, Q2, Q3 with &, A,
Ay, A, respectively, ® being the scalar and A = (A,, A,, A.) the vector
potentials. As usual, we put

E=—grad® — 1A (1)
c

and
H = curl A. (2)

Heaviside units are used throughout this article.
The Lagrangian function is assumed to be

L:;(E H2)—<de+ <I>>2, (3)

which is a four-dimensional invariant. In coordinates of the field and
their derivatives, the Lagrangian function becomes

L (1 0Q0\° 1 (0Q  9Qm\’
22(62’ )‘zz<axm‘ ) -

I>m

( o+ Z‘fo) ~ ()

It follows for [ =1,2,3

oL 1 (0Qo
neg = (G ie) “

and for [ =0

oL _ 1 0\ _ 1(. 1
Py = 50, C( Qo + Zm)‘ C(de+C¢>). (6)

The Hamilton function is formed in the usual way and reads as

1 1
H= 5(E2 +H?) — P -grad ® — cPydiv A — §c2P02 (7)
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or, in terms of momenta,

A o ] 0Q  9Qm\’
H=—_(P —P0)+2Z<_ 8xl) _

ox
I>m m

3
0
—cP Z % — cP - grad Qo, (8)
=1

where P is the vector P = (P, P, P3). It is to be noted that this expres-
sion for H does not contain non-commuting factors and can, therefore,
be directly accepted in quantum mechanics.

According to Heisenberg and Pauli [2] (formula (10)) equations of
motion follow from the Hamilton function by the rule

. OH : OH <~ 0 OH

a= 75 Poz_ a

@ = 5P, 8Qa+;8xla 9Qu ©)
81‘1

Application of this rule to our case gives
A =P —cgrad @,
P =—c2Py—cdivA,
P = AA —graddiv A — cgrad Py,
Py = —cdivP.

(10)

Eliminating P and P, from these equations, we obtain the desirable
equations

1. 1.

If we add the condition Py = 0, that according to equation (6) reads
as

1.
divA+-d =0, (12)
&

then formulae (1), (2), (11) and (12) lead to Maxwell’s equations for an
empty space as it should be.

§2. To each field variable F' = F(z,y, z,t), we put in correspondence
the amplitudes F (k) and FT(k) defined by decomposition of F' into plane
monochromatic waves. It reads

1

= W/{F(k)e—iqmtﬂkw + FT(k)eiclklt—ik'r} (dk),  (13)
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228 V.A. Fock and B. Podolsky

where r = (z,y,2) is the position vector and k = (kg,ky,k.) is the
wave vector, whose direction is the direction of the propagation of the
wave and the magnitude is equal to [k| = 2T, A being the wave length.
Further, (dk) = dk,dk,dk., the integration being performed over all
values of each component of k from —oo to co.

Obviously, if F' is a vector, then each vector component has its own
amplitude, so F (k) is also a vector.? A relation between the ampli-
tudes corresponds to each relation between the field quantities. We shall
denote these relations by the same numbers with an asterisk. Thus,
corresponding to equation (10), we have:

“iclk|A(K) = PP (k) — ick®(k),
—iclk|®(k) = —c2Py(k) —ick - A(k),

(107)
—iclk|P(k) = —|k]?A(k) + k(k - A(k)) — ickPy(k),
—iclk|Py(k) = —ick - P(K).

It is easy to see that in equation (10*) the last two equations are
algebraic consequences of the first two equations. These equations define
the amplitudes of momenta in terms of the amplitudes of potentials

P (k) = - [k@(K) - [k A(K)] =~ B(K), ()
Rollg = <25 = 2209 - k- AL (6)

Recall that each of these equations implies its conjugate, which in the
classical theory is an ordinary complex conjugate. It is suggested that
the adjoint equation holds. In terms of amplitudes, the D’Alembert
equation becomes an algebraic identity.

Due to (5*) and (6*), the additional condition Py = 0 becomes

ik - B(k) = divE(k) =0, (14)

so, when Maxwell’s equations hold, E(k) L k and divE = 0.
83. The volume integral of a product of two field variables M and
N can be expressed in terms of the amplitudes as

/MNdT — / {M(k)N(—k)e*Qic‘klt JrMT(k)NT(ik)e%dk\tJr

2We mean a three-dimensional vector. In a four-dimensional case, it can he shown
that not F(k) but |k|F (k) will be a four-vector, if it is F(z,y, z,t). (V. Fock, 1957)
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+M (k)N (k) + M (k)N (k) } (dk). (15)

Here we used the relation
/e“k‘k'>'”dr = (27)*3(k — K).

Applying equation (15) to the calculation of the volume integral of the
Hamilton function H, we get

H= /HdT—/{ k) + Af(k) - A(k)]—

~[2(k)2T (k) + @' (k)@ (k)] } [k[*(dk),

or, rearranging the order of factors® and going over to the components,
H= 2/Hd7 = / {A{(k)Al(k) + Al (k) Ay (k) +

+ 4] (1) A3(K) — B()BT (k) } K[ (dk). (16)

It is to be noted that the expression for H does not contain any time-
dependent terms, although equation (15) contains them. It confirms the
correct choice of the Lagrangian function. Without the last term in
equation (8) the time-dependent terms would not cancel.

84. Now passing from classical to quantum equations we must first
establish the commutation rules for the amplitudes A (k), ®(k) and their
conjugates AT (k) and ®'(k). This can be done in one of two ways: either
by the direct application of the Heisenberg—Pauli commutation rules ([2],
equation (11)),

[Qar @] = 0; [Pas 5] = 05
(17)
[Po Q5] = [Ph, Qpl = 10,50(r — 1),
or using the equation of motion (ibid., equation (21))
F=~<[H,F] (18)

h

3Here the rearranging of the order of factors is made in a slightly different way
than in the original paper [6]. Namely, we write ®d1 instead of ®T®. In the same way,
equations (18*) and (21) are corrected. These corrections are made in correspondence
with [8] (V. Fock, 1957). (See [34-3*] in this book. (Editors))
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We will apply the latter method. Expressing F' through the ampli-
tudes, substituting this expression into equation (18) and comparing the
coefficients, we obtain

K AT (1) - A9 = 9001 (1)) Pk -

~F(K)[AT(K) - A(K) — () ()]} (dk) = 2 chlK[F(). (18)

Substituting sequentially F' = ® and F' = A;, and assuming that for
any F' and G all expressions of the type

F(k)GK) - GK)F(k), FkG(K)-G(K)F(k)

etc. are proportional to d(k — k'), we readily obtain:

dT(k)D(K) — oKD (k) = 2#' ok — 16 (17%)
(k')*Am(kqur(k) — 2|/€|5lm k k’)

[@(k), 2(k)] = 0;  [@F(k), @' (k)] = 0;

Al(k)A

m

[A)(K), A,,(K)] = 0;  [A] (k), Al (K')] = 0; (17°%)
[A,(k), (K] =0;  [A](k), (k)] =0.

The same results follow by the direct use of the commutation rules (17).
Using relations (1) and (2), we immediately obtain

E(k) = i[[k|A(k) — ke (k)]; (17)

H(k) = ik x A(k). (2%)
Thus, the commutation relations for the amplitudes of the field variables
are as follows:

E\(k)Ef,(K) - Ef, (K)E (k) = [k St — kikm]6(k — k'),

2Ik\

ch

1,000 1, (0¢) — HJ, (K () = 5

(6261m — kikm]d(k —X'), ¢ (19)

B (K)HI (K) — Hi (K)E, (k) = %h(knésl — E10a)(k — K),
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B,(k), E,,,(K)] = 0; [E] (k), B}, (K)] =0,
[H,(k), H,,(K)] = 0; [H] (), H}, (k)] = 0, (19%)
B,(k), H,,(K')] = 0; (B} (k), H}, (k)] = 0,

where in the last equation [, m, n denote any right-handed system of
three mutually perpendicular directions.

§5. Finally, we consider the eigenvalues of the field energy H. It
consists of four terms commuting with each other. Therefore, we may
consider each term separately and then take the sum. Integrating over a
volume (Ak), so small that k& throughout it may be regarded as constant,
we find

k+Ak

eigenvalue of 2/ AT(K)A(K)|k|*(dk) = c|k|h(n1 + ng + n3), (20)
K
k+Ak

eigenvalue of 2/ d(k)®T (k)|k|*(dk) = c|k|hno, (21)
Kk

where each of the quantum numbers ng, ny, ne, nz run 0, 1, 2, 3,.. ..
Hence,*

eigenvalue of H(k, Ak) = c|k|A(n; + na + nz — ng). (22)

However, this consideration suffers from the defect that it does not
take into account the additional condition (12) and, therefore, the sign
of the field energy remains unfixed. This defect is easy to correct, using
the relation

E*(ATA — @dT) = [k x AT] - [k x A]+

+(k- AN{(k-A) — [k|@} + [k]@{(k - AT) — [K|T}. (23)

By virtue of the additional condition (12) and its conjugate the last two
terms in (23) give zero, whereas the first term is positive. This first term
contains not all three components of the vector potential but only two
of them, which are transverse to the wave vector. The corresponding
eigenvalues differ from (20) only by that they have the sum not of three
but only of two non-negative integers as a factor. It is also a non-negative
integer. So, finally, we have:

eigenvalue of H(k, Ak) = c|k|hn (n=0,1,2,...). (24)

4Consideration at the end of §5 (after equation (21)) was changed in correspon-
dence with the paper [8] (V. Fock, 1957). (See [34-3*] in this book. (Editors))
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II Application to the Schrodinger Equation

§6. According to Dirac’s ideas [3], one must solve the system of two
equations:

h Gw
(2m1p1 +e,®(r )) Y+ - Lot
(25)
h oy
(27,L2p2 +&,®(r )) P+ 787152
Putting ¢t = t; = o, and observing that
W _0y 9
ot ot + oty (26)

we conclude that the solution of equations (25), in which one puts ¢t =
t1 = to, must satisfy the equation

<W —ih— ) = —(e1®(r1) + e2P(r2)) 7, (27)
where
w=-1pry L2 (28)
N 2m1 P1 2m2 P2

One must remember that these are three-dimensional equations, and
that the operator p?, e.g., when written in full, is

AR\?/ 9® 92 92
2— — —_
pl‘(z’) (ax%+ay2+az1> (29)

Y=o+ +Ya+...,

where 1, is of the n-th degree in charges €; and e, then:

( W —ih—; )lbo (30)

(W —ih— > 1 = —(e19(r1) + £2P(r2))o; (31)

Let

(W - ihi) o = —(e1®(r1) + £2®(r2))91, (32)
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etc. According to the general theory of Part I, we also have

1

O(r;) = 7(2703/2

/ {@(k)e—ic\k\t+ik-r1 + (I)T(k)eidk\t—ik-rl} (dk) (33)

and a similar equation for ®(rs).
§7. It is convenient to solve equations (30)—(32) by passing to the
momentum space by

nlrnms) = s [ [ontorpa)eb® e ) ). (31)

Here p; and p2 are vectors; (dp1) = dpi1zdpiydpi- etc.; now pig, Piy, - - -
P2, are not operators but c-numbers. Integration was from —oo to oo in
all the variables.
As a solution of (30), we take®
1

i (50.p 0. _ WO
Yo = et PP 050, (35)

which, together with relation (34), gives

0o = 6(py — P)O(Py — PYe #V5j. (36)

Substitution of relation (34) into (31) and (32) gives

0
(02 st -

- (2:)13/2/@(1()90711@)1 — Ik, pa)e il (dk) +
Jr(27;13/2 /¢T(k)@n—1(p1 + 1k, p2)e* 1t (dk)+
+(27f)2:))/2/‘1)(k)<ﬁn1(P1,P2 — hk)e kIt (dk)+
" / (k)1 (1. p2 + Al)e I (dk), (37)

where W still has the form (28) and now p; and ps are not operators
but c-numbers.

5The symbol djo means that we take the zero-quantum state (j is the number of
light quanta). See [3]. (V. Fock, 1957)
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§8. Letting n = 1 and taking relation (36) for g, we have an
expression for (W — ih%) 1 that can be solved for ¢;. Repeating the
process with n = 2, we can obtain 5. The result will contain integrals
involving the products

d(k)D(K), @k)D'(K), @I(kdK) (k) (K).

The commutation rules for ®(k) and ®f(k) are up to a constant fac-
tor similar to the commutation rules for the operators expressing the
creation and annihilation of one quantum in state k. The products
T (k)®(k) and ®(k)®' (k) are proportional to nj + 1 and ny,, where ny
is the number of quanta in the k. Thus, if we start with an unexcited
field, i.e., when nj = 0, we must put, in accordance with the commuta-
tion rules (17),%

d(k)dT (k') ~ 0,

ch

T (k)D(K') ~ T

—6(k — k). (38)
We are interested in that part of ¢, which corresponds to the initial and
final states without the field. This part may be obtained by putting
®(k)®(k') and ®f(k)®T(k') each equal to zero, as they correspond to
the creation and annihilation of two quanta.

Keeping this in mind, we may write:

_ (W - zhi) P ~ e )3/2 / T(Ok)p1(p1 + Ak, p2)e ¥t (dk)+

/ )1 (p1, P2 + Ak M (dk) (39)

and

0 €1 —iclk
— <W — Zhat) ©1 ~ W /(I)(k)wo(pl - hk, pz)e | ‘t(dk)‘i‘
€2

+W / ®(k)go(p1, p2 — hk)e kIt (dk). (40)

Solving equation (40) for o, we obtain

ee, e.g., [4], §841, 67, 68 and especia 11) and (12). . Fock, 195
63 g 7 d 1y d V. Fock
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P1~
_ €1 i(I) P — p(l] 6(p2 - pg)(S]O e—%(W0+c|p1—p?|)t _
e\ ) W, ol

& i(p P, — PY 6(py — p(l))5j0 o~ £ (W +elp,—pYI)t
oo\ ") W Wi dp, - B
(41)

Substituting expression (41) into equation (39) and using (38), we
have

0
W —ih— — Kon—
( ! 8t) w2 = R¢o
£1€&2 5(p1 _p(l) +p2 —pg)éjoe_%wot
(2m)3h Ip; — pY?

(42)

Here we neglected W — W9 compared to c|p; — pY|, K = e?K; + 3K,
where K7 and K, are infinite constants. These terms are analogous to
an infinite action of an electron on itself, the difficulty remaining in this
theory.

§9. Passing back to the coordinate space by means of relation (34),
we get the result

(W _ maat) o ~ (K 6152) Do (43)

B 47|ry — 1o

This equation gives the term of 15, which corresponds to the state
without quanta. Function ¢, does not contain such terms. Thus, the
second approximation of ¢ gives the first correction to ¥y and is the first
approximation for the part of i) we are interested in. This part could,
evidently, be obtained by solving the equation

(W—mier K)w:O. (44)

ot Amlr; —ry|

. . £1€2
It corresponds to an interaction energy 4‘7
T ry —

I‘2|

, 1.e., to the Coulomb

interaction.
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IITI Application to the Dirac Equation

8§10. Here we abandon Dirac’s suggestion to use the quadratic Hamilton
operator; the Dirac linear operator would be used. Instead of equation
(27), we now have

0
<D1 +D2_m8t> Y= (e1V1 + e2V2)1), (45)
where
Dy = cay - p1 + Emyf,
(46)
Dy = cay - p2 + 2mafs,
Vi=o-Ary) — ®(ry),
(47)
‘/2 = Q9 A(I‘Q) — (I)(I‘Q).
The quantities a1 = (g, C1y, @12), F1; 02 = (o, Aoy, 022), B2

are the Dirac matrices referring to the internal variables of the first and
second charge, respectively. Regarding the expansions of V4 and V5 into
plane waves, according to decomposition (13), we set

Vi(k) = a1 - A(k) — @(k),
} (48)
Va(k) = as - A(k) — D(K).

As before, we suppose ¥ = 1pg+11+12+... and obtain equations quite
analogous to equations (30)—(32). We can still use the transformation
to the momentum space by formula (34). Now instead of (37), we have

0
<D1 + Dy — m@t) ©n(P1,P2) =

g .
N (27T)13/2/V1(k)90n1(p1 — 1k, p2)e Ml (dk)+

T ane (27) 5/2 /Vl )¢n—1(p1 + Ik, p2)e’*V (dk)+

+ 3/2‘/V2 Yon—1(P1, P2 — fik)e 7w|k|t(dk)

€2

+ (27)3/2

[ VA B)001 (01 + R ) (19)
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811. We take v as

: 3 T R ) (50)

Yo = oy

(the factor d;¢ defining the zero-quantum state is omitted for brevity).
Here g is a function of momenta and internal variables satisfying the
equations

DYoo = WYt D300 = W3- (51)
DY and DY are given by relation (46) with p{ and p9, respectively, being
substituted by p; and py; W and WY are the energy of free electrons
corresponding to momenta p{ and pJ, and

WO =W+ wy. (52)

Four solutions of the Dirac equation correspond to the given value of
the momentum p. We will distinguish them by means of the subscript s,
running four values (s = 1,2,3,4), when necessary. In these notations,
the wave function in the momentum space is equal to

00 = 1006(p1 — P))d(py — pe”#W (53)

where
Yoo = 7/}00(13(1)3 p(2)7 S(l)a 50)'
The substitution of expression (53) into (49) gives:

0
Dy + Dy — th— =
( 1+ Do Zat><ﬁ1

= B {glgle*g(Woerprp?l)t Yoyt W —elpi =ity
Fegbge i(Witelpa—palt | 52,726*%(W"76|prp8|)t} 7 (54)

where

&=W ("1;" ) 5(py — PY) %00,

= V1Jr (‘ pl;p ) 5(py — P(z))l/JOOa
(55)

) 6(py — PY)%oo,

T2 = VzT (* pQ;p ) d(p; — p(1))¢00-
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From this it is clear that ¢; must have the form of the right-hand
side of (54) with & and n, replaced by

€ = (D1 + Dy — W —c|p, — p2|) 71 = 046, (56)
and
e = (D1 + Dy — W —c|p, — p2|)"'ns = Qns

respectively. Now, & and 77 are the eigenfunctions of the operator Do
with the eigenvalue WJ. Since all the other terms in the operators ©;
and 7 defined by (56) commute with Dy, we can replace the operator
D in ©7 and ; by the number WY. Using relation (52), we write down
O, and € in the form

Os = (Ds — Ws? —clps — P(s)|)71a

(57)
Qs = (Ds — Wso +clpy — p(s)|)_1-
Hence
¢1(p1,P2) =
1 i . i .
- m{51@1516_E(W0+°|p1_p?|)t + e Qe FWImelppiDt 4
1 e9@pbge 7 (W telpa—palt | 52927726*%(W°*C\prp3\)t}’ (58)

where ©4 and 2 are defined by (57).

Substitution of (56) and (58) into formula (49) for n = 2 gives sixteen
terms, quadratic in the V and VT, of which we reject eight involving V'V
and VIVT as corresponding to two-quantum transitions. We are left
with the eight terms involving only products VVT and VV. Of these,
two contain €2, two €3, and four ¢, &,.

We omit terms in €2 and &3 similar to Part II.

Terms in the expression for (D1 + Dy — ih%) (2 containing e,&4 are

€1€ i 0 _p?
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i _ 0
+ | Vi (e FePa B, v, (R ) 6(p, — p§ + hk) +
i 0
SV 9e e, (252 6(p, - p+ o)

Xe_;(WO_Chlkl)t}woo. (59)

Here, analogously to (38) and precisely by the same reasons, we must
put
(k) @' (k') ~ 0, Al ()4, (k') ~ 0,

A (k)21 (K) = T (K') A, (k) ~ 0,
(60)

DI D(K) ~ £k — K,

A ()AL, (K) ~ 573 imd(k — k).

Doing integration we obtain an expression that at substitution in the
equation for ¢y gives

0
(Dl + D2 — ’Lﬁat) Y2 ~ K‘PO + U@Oa (61)

where

_ca1e (P —pi+py—pY)
2h(2m)? P, — Y|

Upo =

X{@l + Oy + a1 - Qyaxs + iy - Qlal}zbooe_%wot. (62)

Here the terms containing © and {2 are due to the scalar and vector
potentials, respectively.
Let us find the matrix elements of U. We have

<p1a P2, S1, 52|U‘p(1)7pga 5(1)7 SO> =
- / / (4D (AP B0 (B Bi P1 Py 51, 52) U (Bl Dy: P2, DS, 3, 52) =

= €%Wt 1/)00(P17P2a 515 82)U<)O0(p15 p2;p?7pga 3?7 Sg)a (63)
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where formula (53) was used for ¢g. Substituting here expression (62)
for Uy, we find

<p1a P2, 51, 82|U|p(1)7p(2)7 S(lJa 30> =

ce1e2 6(p; + Py — P — PY)

© o 2n(2r)? b, — P
~ i 0
X1/)00([)1,p2,sl,52)B1/)00(p(1),p8,s(1)788)6h(w W )t7 (64)
where
B:@1+@2+a1~92a2+a2-§21a1. (65)

Since {/;00 on the left of B is an eigenfunction of D; and Dy, we can
simplify relation (64) replacing the operators D; and Ds entering B by
the numbers W7 and Ws. It gives

1 1

B = + +
Wl—W{)—c|p1—p?\ W, — W3 — clp, — ph|

1 1
+( ;
W, =W —clp; —p§| W, = W3 —¢clp, —

Further, we have

a1 - 2. (66)
p3|>

P, + P, =P} + P9, (67)

and, as we are interested only in the matrix elements for which the
conservation of energy holds,

W, + W, =W+ W2, (68)
Using (67) and (68), formula (66) can be reduced to

2¢/p, — pi|

B=-— (1
lpy — p? — (W, — WY)?

— Q- ag). (69)

With this value of B, formula (64) takes the form

<p17p27 ‘917 52‘U|P(1)7 P(2)7 S?a SO> =

_ €1€2 0 0
= *h(%)?,f?(pl + P2 — P1 — P2) X

« wOO(pla P2, 51, 32)(1 -0 az)%o(l@?apga 5(1)7 8(2))
Py — P?P - ci’-’(Wl - W10)2

, (70

which is Méller’s result [5] in slightly different notations.
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In the first part of this paper, the equivalence of the new form of rel-
ativistic quantum mechanics [1] to that of Heisenberg and Pauli [2] is
proved in a new way that has the advantage of showing its physical rela-
tion and serves to suggest further development considered in the second
part.

Part I Equivalence of Dirac’s and Heisenberg—Pauli’s
Theories

§1. Recently, Rosenfeld showed [3] that the new form of relativistic
quantum mechanics [1] is equivalent to that of Heisenberg and Pauli [2].
Rosenfeld’s proof is, however, obscure and does not bring out some fea-
tures of the relation of two theories. To assist in the further development
of the theory, we give here a simplified proof of the equivalence.
Consider a system, with Hamiltonian H, consisting of two parts A
and B with their respective Hamiltonians H, and H; and the interaction
V. We have
H=H,+Hy,+V, (1)

where
Ha - Ha(paa da, T)7 Hb - Hb(pln Qqb, T)7
V =V (pa;s Ga> Pvs @, T),

and T is the time for the entire system. The wave function for the entire
system will satisfy the equation®

(H—ih(%) (a0, T) = 0 (2)

Lk is the Planck constant divided by 2m. (Authors)
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244 P.A.M. Dirac, V.A. Fock and Boris Podolsky

and will be a function of the variables indicated.
Now, upon performing the canonical transformation?

v* = ey, (3)
by which dynamic variables, say, F', transform as
F* = er T pe= i T (4)

equation (2) takes the form

0
H:+V*—ih— |¢*=0. 5
(#z+ v —ing Y )

Since H, commutes with Hy, H = H,. On the other hand, since
the functional relation between the variables is not disturbed by the
canonical transformation (3), V* is the same function of the transformed
variables p*, ¢* as V is of p,q. But p, and ¢, commute with H; so that

Pi = Das ¢ = qa-

Therefore,
V* =V (pa, 4as Pb @) » (6)

where , ,
q; — e%Hqube—%HbT7
_ . (7)
p?; — e%Hprbe—%HbT.
It will be shown in §7, after a suitable notation is developed, that
equations (7) are equivalent to

dq; i ok
87tb = ﬁ(Hbe —qy Hy),

8
Opy i o ®)
ot = ﬁ(prb — pyp Hp),

where ¢ is the separate time of part B.
These, however, are just the equations of motion for part B alone,
unperturbed by the presence of part A.

2Strictly speaking, the canonical transformation (3) should be written in the form
* = S, where S is the unitary operator, representing the solution of the equation
—iﬁS’lg—g = Hy. Here, the relation SHy, — HpS = 0 used in the text remains valid.
The operator S has the form S = /T
on T explicitly. (V. Fock, 1957)

only in the case when Hjp does not depend
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82. Now let part B correspond to the field and part A to the particles
present. Equations (8) must then be equivalent to Maxwell’s equations
for empty space. Equation (2) is then the wave equation of Heisenberg—
Pauli theory, while (5), in which the perturbation is expressed in terms
of potentials corresponding to empty space, is the wave equation of the
new theory. Thus, this theory corresponds to treating separately part of
the system, which is more convenient in some problems.?

Now, H, can be represented as a sum of Hamiltonians for separate
particles. The interaction between the particles is not included in H,,
for this is taken to be the result of interaction between the particles and
the field. Similarly, V' is the sum of interactions between the field and
the particles. Thus, we may write

Ha = i(c Qs Ps + mSCQﬁs) = iHs 5
s=1

s=1

n

V* = Z&:S[@(r& T)—a-Ars, t)] = Z‘/;*a 9)

s=1

where r,; are coordinates of the s-th particle and n is the number of
particles. Equation (5) takes the form

(s, J, T), (10)

[Z(HS + V) — ihoms

s=1

where J stands for the variables describing the field. Besides the com-
mon time 7" and the field time ¢ an individual time t, = t1,to,...t, is
introduced for each particle. Equation (10) is satisfied by the common
solution of the set of equations

o .
(Rs—mats)qp =0, (11)

where
R, = co - ps + msc?Bs + es[@(rs, ts) — a - A(rg, ts)] (11%)

and ¢* = Y*(ry, ra, ... Ip; t1, to, ... ty; J) when all t’s are put equal
to the common time T'.

3This is somewhat analogous to Frenkel’s method of treating incomplete systems;
see [4]. (Authors)
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Now, (11) are the equations of Dirac’s theory. They are obviously
relativistically invariant and form a generalization of (10). This obvious
relativistic invariance is achieved by the introduction of separate time
for each particle.

83. For further development, we shall need some formulae of quanti-
zation of electromagnetic fields and shall use for this purpose some for-
mulae obtained by Fock and Podolsky.* Starting with the Lagrangian
function®

L—1(1432—H2)—1 divA+ 1 i (12)
P 2\

taking the potentials (®, Ay, Aa, As) as coordinates (Qo, @1, Q2, Q3) and
retaining the usual relations

1
E=—grad® — —-A; H=curl A, (13)
¢

one obtains

(P17P27P3):P:_lE;

¢
. (14)
Py=-1 (divA n %cp) ;
and the Hamiltonian
2 1 0Q;  0Qm\>
H=—P>-P}+=- —Em)
2( 0)—’_22(833,” oz )
I>m 15)
5 50, (
—cP, lz_; Fr cP - grad Q. .
The equations of motion are®
A = 2P - cgrad @,
b = —2Py—cdivA,
L (16)

P = AA —graddivA — cgrad P, ,
Py = —cdivP.

415], later quoted as l.c. For other treatments see [6] or [7]. The Lagrangian (12)
differs from that of Fermi [7] only by a four-dimensional divergence. (Authors)

5In the English version the authors use gothic script for electric € and magnetic
$ fields. Here we follow the notations from the Russian edition 1957. (Editors)

SA dot over a field quantity will be used to designate a derivative with respect to
the field time ¢t. (Authors)
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On elimination of P and Py, equations (16) give the D’Alembert equa-
tions for the potential ® and A. To obtain Maxwell’s equation for empty
space, one must set Py = 0.

The quantization rules are expressed in terms of the amplitudes of
the Fourier’s integral. Thus, for every F' = F(z,y, z,t), amplitudes F'(k)
and FT(k) are introduced by the equation

Fzméwz/wmk“*HWHJme*t*ﬂwm, (17)

where r = (z,y, 2) is the position vector, k = (kg,ky, k) is the wave
vector having the magnitude |k| = 2%, (dk) = dk,dk,dk., the integration
being performed for each component £ from —oo to +o0.

In terms of the amplitudes, equations of motion can be written as

P(k) = [kb(k) — [k|A (k)] = —~B(k),
Cl C (18)
Pok) = ~[[H[(k) ~ k- A(K))

the other two equations being the algebraic consequences of these equa-
tions.
The commutation rules for the potentials are

ch

PN (k)D(K') — d(K)DT(k) = mé(k -k,
c (19)
AR@AMwU—Ammmﬂ&>:—ﬂZ&m&kw»

All other combinations of amplitudes are commuting.

Part II The Maxwellian Case

84. For the Maxwellian case, the following additional considerations are
necessary. In obtaining the field variables, besides the regular equations
of motion of the electromagnetic field, one must use the additional con-
dition Py = 0 or div A + %<I> = 0. This condition cannot be regarded as a
quantum-mechanical equation, but rather as a condition on permissible
1 functions.

This can be seen, e.g., from the fact that, when regarded as a quan-
tum-mechanical equation, div A + %<I> = 0 contradicts the commutation
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rules. Thus, only those 1’s that satisfy the condition
. 1.
—cPyp = (divA +-® | =0 (20)
¢

should be regarded as physically permissible. Condition (20), expressed
in terms of amplitudes by the use of (18), takes the form

ilk - A(k)—|k[® (k)] =0,

—ilk- AT(k) — |k|®T(k)]sp = 0. (20%)
To these, we must, of course, add the wave equation
H, — ihg =0 (21)
b ot — Y,

where Hy is the Hamiltonian for the field
Hy, =2 /{AT(k)A(k)—‘P(k)@T(k)}Ik\z(dk), (22)

as in lLc.

If a number of equations Ay = 0, By = 0, etc. are simultaneously
satisfied, then ABY = 0, BAy = 0 etc., and therefore (AB — BA)Y =0
etc. All such new equations must be the consequences of the old ones,
i.e., must not give any new conditions on 1. This may be regarded as a
test of consistency of the original equations.

Applying this to our equations (20*) and (21), we have

Po(k) P (k') — Py (k) Py(k) =
= ?[(k- AT(K) (K - AT(K)) — (K - AT(K))(k - AT(K))] +
+ k|- K [@(k) DT (K) — @ (k) (k)] (23)

since all A; and AlT commute with ® and ®. Applying now the commu-
tation rules of equations (19), we obtain

Py(k)P(K') — Pl (K')Py(k) =

A3h 9 ,
—M(gklkmélm—m )6(k—k)—0. (24)
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Equation (24) is satisfied as an operator equality; therefore,
[P PI(K') = P (K)Po(k)] v = 0

is not a condition on . Thus, conditions (20*) are consistent.
Since Py(k) = 0 and Pl(k) = 0 commute with 8/dt, to test the
consistence of condition (20) with (21), one must test the condition

(HyPy — PyHy)th = 0. (25)

Since Py = %(HbPO — PyH,), equation (25) takes the form Py =0, or
in Fourier’s components

Py(k)y = —iclk|Po(k)y = 0

and '
P (k)¢ = iclk| P (k)¢ = 0.

But these are just the conditions (20*). Thus, conditions (20) and
(21) are consistent.

§5. The extra condition of equation (20) is not an equation of motion,
but a “constraint” imposed on the initial coordinates and velocities that
the equations of motion then preserve for all time. The existence of
this constraint for the Maxwellian case is the reason for the additional
considerations, mentioned at the beginning of §4.

It turns out that we must modify this constraint when particles are
present, in order to get the new constraint, which the equations of motion
will preserve for all time.

Conditions (20*), as they stand, when applied to 1) are not consistent
with equations (11). Tt is, however, not difficult to see that they can be
replaced by a somewhat different set of conditions,”

Ck)y =0 and CT(k)yp =0, (26%)

where

CK) = i[(k - A(K)) — [k]B(K)] + m S eiclbltcmiien (a7e)
s=1

Terms in C'(k) not contained in —cPy(k) are functions of the coor-

dinates and the time for the particles. They commute with Hy — ih%,

"We shall drop the asterisk and in the following use ¢ instead of 1*. (Authors)
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with Py(k) and with each other. Therefore, equations (26*) are consis-
tent with each other and with (21). It remains to show that equations
(26*) are consistent with (11). In fact, C(k) and CT(k) commute with
R, — ih%. We shall show this for C(k). Designating, in the usual way,
AB — BA as [A, B, we see that it is sufficient to show that

(€0, po = Z A, 1)] =0 (28)

and
{C(k), ihaits —esD(rg, ts)} =0. (29)

By considering the form of C(k), this becomes, respectively,
ceiclklt: —ikr,
(- AR, Alxs, 1) = 5o o [T P =0 (30)
and .
(k| ®(k), (rs, t5)] + e {eiclkts, in2 ] =0. (31
2(2m)3/2|k| Ots
Now

[(k ' A(k))v A(I’s, ts)] =

= (27()31’/2]§| /[(k . A(k))’ AT(k/)]eidk/\ts—ik’rs (dk/)7

by equality (17) and because A(k) commutes with A(k’). Using the
commutation formulae and performing the integration, it becomes

[(k - AK)), A(r, t.)] = w?jm'k' @

On the other hand,
[e=™rs p,| =ihgrade ™ = hke "= (33)

Inserting these expressions into equation (30), we find that it is satisfied.
Similarly, equation (31) is satisfied because

ch ic —ikr
[[k|®(k), ®(rs, ts)] = “20my2” e 39
and o
|:eic|k|ts’ Zhat:| — ch']{/,‘eidk‘ts . (35)
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Thus, conditions (26*) satisfy all the requirements of consistency. It
can be shown that these requirements determine C'(k) uniquely up to an
additive constant if it is taken to have the form

Ck) = il(k - A(k)) — [K|S(k)] + Y f(rs, t).

8§6. We shall now show that the introduction of separate time for the field
and for each particle allows the use of the entire vacuum electrodynamics
of §3 and l.c., except for the change discussed in §5. In fact, we shall
show that Maxwell’s equations of electrodynamics, in which current or
charge densities enter, become conditions on the v function.
For convenience, we collect together our fundamental equations.
The equations of vacuum electrodynamics are

1.
E=—-grad®—--A; H=culA, (13)
c

1 .. 1 .
AP - 5B =0; AA-SA=0. (36)

The wave equations are

0
(Rs—zhats> »=0, (11)

where
R, = cos - ps + msc?fs — s - A(rs,¢) + ®(rs, ts) . (11%)
The additional conditions on the % function are
Ckyyp=0; Cl(k}yp=0, (26%)

where
(Xk):iKk-AﬂQ)—|M©OQ}+gégéﬁﬁJE:em“wm’mfﬁ (27)
s=1

We transform the last two equations by passing from the amplitudes
C(k) and CT(k) to the field function C(r,t) by means of relation (17).
Thus, we obtain

C(r, )y =0 (26)
and
. 109 " e,
C(I‘,t) = leA -+ Ea - — EA(X - XG) ) (27)
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where X and X are four-dimensional vectors X = (z,y, 2,t), X5 = (25,
Ys, Zs, ts) and A is the so called invariant delta function®

1
A(X) = ;[5(7’+ct) —o(r —ct)]. (37)
From equations (13), it follows immediately that
10H
divH = 0; IE+-———=0 38
iv ; curl B + = — , (38)

so that these remain as quantum-mechanical operator equations.
Using equations (13) and (36) and condition (26), we obtain by direct
calculation

10E NS
(CUI'IH — C@t) w = gl“ad 85:1 EA(X - Xs)w (39)
and
(divE)y — — oy S5 A(X — X)) (40)
v ¢ 8t5:147r X))

Now, let us consider what becomes of these equations when we put
t=t, =ty =...=t, =T, which is implied in Maxwell’s equations and
which we shall write for brevity as t; = T

For any quantity f(¢,t1,te,...t,)

of(T, T, ... T) of of af
—_— = | =+ = +... 41
or ot oty ot Otn |y —p’ (41)
and for each of the n derivatives a% we have an equation of motion
ot i
= —(Rsf — fRs). 42
o = 7Bl — IR) (42)

If we put f = A(r,t) or f = ®(r,t), then, since both commute with

R, g—t{ =0, and we get

A  OA 0D 0D

ot o1’ ot oT" (43)
It follows that
10A
E = ——— — =
e grad ®, H=curlA, (44)

8See [6]. (Authors)
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so that the form of the connection between the field and the potentials
is preserved. Remembering that for ¢ = 5 we have A(X — X,) = 0 and,
hence, grad A(X — X;) =0, and using (26),(39) and (40), we obtain:

. 100
(leA + c({ﬂj)@_sz =0, (45)
10E
(CurlH - Cat>tST'l/) =0 (46)
and
. )
(divE)y =) o LatA(X - Xs)} . Y. (47)

s=1

For further reduction of (46), we must use equations (41) and (42),
from which it follows that

1 0E LIE i
- = — R,, E], 48
(c 8t)t_T c Ot chz[ } (48)
s s=1
and [Rs, E] is easily calculated, because the only term in R, which does

not commute with E is —e a5 - A(rs,ts), and —%E is the momentum
conjugate to A. In this way, we obtain

[Rs, E] = ichesad(r—r,). (49)
For the reduction of (47), we need only to remember [9] that
10
“OAKX — 4o (r).
(F57800) = —amit) (50)

Thus, equations (46) and (47) become

10E "
(CUI‘IH - C(%) w = Szzlesasé(r - I‘s)w (51)
and .
(divE) ¢ = Y " eud(r — )0, (52)
s=1

which are just the remaining Maxwell’s equations appearing as condi-
tions on 9. Equation (52) is an additional condition of the Heisenberg—
Pauli’s theory.
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§7. We shall now derive equation (8) of §1. For this we need to recall
that transformation (7) is a canonical transformation that preserves the
form of the algebraic relations between the variables, as well as equations
of motion.”

These will be, in exact notation now developed,

Oy _ G
3712 = ﬁ[H N e
ot , (53)
p ? * E
672;“) = 712", pile=r
As we have seen in the discussion following equation (5),
H*=H,+ H,+V", (54)

and since ¢, and p, commute with H,, ¢; and p; commute with H and,
hence, with H,. Therefore, equations (53) become

o5 = 7 {H @)+ V" g}
or h
(55)
T ﬁ{[Hb, pol + V" pplbe=r
On the other hand, we have from (41) and (42)

o0y _ oy | iy .
ﬁ_ 8t +h;[Rqub]

- e (56)

opy _ Jom iy
b N B o R R.
aT at + hZ[ S7pb]
s=1 t.=T
Now the only term in R, that does not commute with p; and ¢ is
V. Thus,

[Rs, @51 = [V @] and Ry, py] = [V, py]- (57)
9Symbols g—%, %, g—t‘i etc. written with the round O mean here partial derivatives

in the sense that these derivatives are being taken in different variables T', t or ts but
not in the sense of the explicit dependence of the given operator ¢ on the variable
considered. If we write the derivatives in the latter meaning with the letter J, then
the expression usually called the “complete” derivative of an operator ¢ in time will
be written as 8 5 )

q q 4

o~ o T pHem ).

(Note that in this expression d is usually written d instead of 9 and 9 instead of §.)

(V. Fock, 1957)
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Since ) V) = V*, equations (56) become

Oy _ [0y  Tin
{at+h[v7qb] ts:Ty

or
(58)
py {BPZ e o }
oT ot ' h o
Comparison of (55) with (58) finally gives
oq; i
= — H .
((% >t:T h[ by Gli=1,
(59)

Oop;, i .
( 5 )t_T = %[Hb» Pyle=T,

which are, in the more exact notation, just equations (8).
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1 Definition of States with Negative Energy

To formulate the Dirac theory, one first of all must start with definitions
of positive and negative states of the electron. If the operator of electron
kinetic energy is denoted as T and the operator of its modulus as |T,
the operator of the kinetic energy sign is

5:m. (1)

The eigenfunction 1, of the operator e, corresponding to the eigenvalue
€ = 41, describes the “positive” state, while the eigenfunction ¥ _, cor-
responding to the eigenvalue ¢ = —1, describes the “negative” state of an
electron. An arbitrary wave function v might be represented as a sum
1 =1y +1_. The set of matrix elements of an operator corresponding
to transitions from v to ¥_ represents, according to Schrodinger, the
odd part of the operator considered, while all the other matrix elements
represent its even part.

When formulating the Dirac theory of positrons, one is forced to use
the Schrodinger decomposition of operators into odd and even parts. By
this, it becomes rather difficult to satisfy the condition of invariance in
respect to the addition of gradients to potentials (Gauge invariance).
Indeed, first, the Schrédinger decomposition of operators (at least in its
original form) does not obey the property of this invariance, and, second,
the operator of the electron total energy itself is not invariant. Therefore,
the Dirac theory of positrons also is not invariant in the indicated sense.

© 2004 by Chapman & Hall/CRC



258 V.A. Fock

2 Quantized Wave Function

Let us assume that the form of the energy operator as well as the de-
composition of states into even and odd ones are fixed. Then for the
purpose of the further development of the Dirac theory we may use the
results by Heisenberg that were obtained in his work on “holes” in the
electron shells of atoms.!

We shall consider the representation of operators in which the opera-
tor £(1) is brought to the diagonal form. The other independent variables
(for example, the spin and the momentum) will be denoted by ¢. The
quantized wave function satisfies the commutation relation

v(g, )UH(ds &) + (e, €)le, €) = (g — ¢') deer,

U(g, e)(d, ) + (¢, e)vig, e) =0.

(2)

To generalize the corresponding Heisenberg formula, let us introduce
instead of v the function ¢ according to the equations

Y(g,+1) =0(q, 1),  ¥T(q, 1) = (g, 2). (3)

Then the commutation relations for (g, a) (o = 1, 2) will have the
same form as for ¥(q, €):

e(q, )t (', ') + ¢'(d, ' )p(q, @) = (¢ — ¢') e W
4

o(q, A)p(d's o) + ¢ld, )p(g, a) =0.

The assumption about filling all negative states made by Dirac can be
now formulated in the following way. It is necessary to express (g, €)
and (g, ) in terms of (g, @) and »'(g, @) in the secondary quantized
operators and to consider (g, @) as the quantized wave function of a
particle that might be either an electron (v = 1) or a positron (a = 2).

3 Transformation of the Quantized Operator

We apply the above-formulated rule to the operator, which in its initial
form (i.e., being expressed in terms of ¢ and 1) acts on one particle.

IW. Heisenberg, Zum Paulischen Auschliessungsprinzip, Ann. Phys. 5, N 10,
888, 1931.
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For the purpose of definiteness, we shall consider the energy operator H.
Let the matrix of this operator in the representation adopted be

(g.e|H|d, €.

The matrix elements for ¢ = £’ constitute the even part of the operator,
while the ones for e # ¢’ constitute the odd part. The former will be
denoted as H, and the latter as H,,. The quantized operator H will have
the form

1= [[aigvia e mld. dwe.). 6

First, we consider the terms with € = €', constituting the even part Hy,
and introduce the notations

(¢, +1|H|¢,+1)={(q| H1|4q),

(@, -11H|[q,-1)=(¢,-1[H|q,-1)=—(q| Ha|q). (6)
According to (3), we substitute ¢ for ¢ in the expression for H, and
transform the result in such a way that ! always appears to the left
of ¢. On the grounds of commutation rules (4) we obtain, using the
notation (6), the expression

=3 / / dgdq' ' (¢, 0)(q | Ha | 4)old o) — / dalq | Hs | ). (7)

The last term in (7) represents an infinite negative constant (the infinite
energy of electrons in the negative states); this term must be rejected.
If H is assumed to be the operator T of the kinetic energy of a
particle, H; and Hs represent the kinetic energies of an electron and a
positron. Both these operators have only positive eigenvalues; this was
the goal of the hypothesis introduced by Dirac.
The odd part H, of the operator H with the help of notations

<q7+1‘H|q/371>:<Q|U|q/>a ()
8
(¢, -1 H|¢,+1) = (¢| U | ¢)

might be rewritten without significant modifications. Then we get the
expression for Hy:

H, = //dqdq’wf(% Dol 2){q | UT| ¢) +

+ / dadg'(q | U" | ¢)p(a, (', 1) (9)
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The operator H, will commute with the operator L for the total charge

szﬂ/ﬁmﬂ%nm%n—w@ﬂwmﬁm (10)

but it will not commute with the operator N,

N=/@MWJW@D+¢@%M%M, (11)

for the total number of particles (electrons and positrons). Therefore, if
there is an operator like H,, in a quantized wave equation, then it causes
the change of the particle number. This change is, thus, provided by the
odd part of the energy operator in the Dirac theory.

4 The System of Equations in the Configuration
Space

Let us assume that there is no interaction between particles, so the
energy operator has the form H = H, + H,. This operator acts on the
set of functions

§01(CI17 al)a 902((]17 a1 g2, 0[2); SOn((Jh Q1;...4qn, Oln), (]-2)

all of which are antisymmetric in variables g;, «;. For these functions
©n, the following set of equations holds:

o Opn
[Hm (@) +...+ Ha, (qn)]@n(QIa Q15...qn, an) - zhﬁ =

=—vnn=1){{q1 | U | g) 01,02, n—2(a3, @3; -+ - Gns @)}, —

Y n(n+ ]') //dqdql<q/ | UT | q> ‘Pn+2(q7 ]-a q/7 27 q1, 15 - .. Qqn, an)

(13)

(the subscript “ant” at the first term of the right-hand side means
that the corresponding expression must be antisymmetrized in variables
q1, Q15 ... qn, ). Equations (13) relate the wave functions correspond-
ing only to the even or odd number of particles. By physics, this is
evident since due to the charge conservation, new particles can be cre-
ated in pairs only (an electron and a positron). The probability of the
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existence of exactly n particles is expressed by the formula

W, = Z /dql...dqn|gon(q1, Q15 -, o)]? (14)

aq...0,

The sum of probabilities (Z Wn> does not depend on time as it should

be.

If we should take into account the particle interaction in the course of
developing the wave equation, then equations (13) would be modified by
adding the “even—even” part of the interaction energy to the operators
H, and the “odd—even” part — to the operator U. Besides, new terms
originating from the “odd—odd” part of this operator and corresponding
to the simultaneous creation of two pairs of particles would appear.

It should be expected from the physical considerations that the terms
of equations (13) containing operators U and UT might be considered as
perturbations resulting in some (generally speaking, small) probability of
changing the number of particles. Unfortunately, such an interpretation
of these terms meets an obstacle in the mathematical side because these
terms lead to infinities in the solution of equations (for example, of the
kind Spur UUT).2

Translated by A.A. Bolokhov

2We omit the concluding remarks (§5). (V. Fock, 1957)
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1 One-body Problem with Quantum Exchange

As is known,! the Hartree equations with the quantum exchange can be
derived from the variation principle 6W = 0, where W is the energy of
an atom, which has the form

n+1

W= /Z% ) @i (z) da +

f// zz) rzr 0@ [® )i (1)

In this formula, n + 1 is the number of electrons in the atom and z is
the set of the variables corresponding to a separate electron, i.e.,

x=(z,y,2z,0) and /f(x)dx;/f(a:)dﬂ

H (x) is the energy operator of a separate electron (it does not include the
interaction energy with remaining electrons), p; (z) (i=1,2,...,n+1)
are the one-electron wave functions of atomic electrons that are supposed
to be mutually orthogonal and normalized, so that

/@(x) @; (x)dz = 4,5, (2)

and, finally, o (x,2’) denotes the “mixed” density, i.e.,

n+1

Z 901 501 . (3)

V. Fock, Zs. Phys. 61, 126, 1930; 75, 622, 1932; P.A.M. Dirac, Proc. Cambridge
Phil. Soc. 27, 240, 1930. (See also [30-1], [30-2] in this book. (Editors))
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When varying expression (1), one has to take into account the addi-
tional conditions (2).

We suppose now that the motion of the (n + 1)-th electron (the va-
lence electron) does not make a noticeable influence on the remaining n
electrons (the atomic core). In this case we can proceed in the following
way. In expression (1), we can vary not all the functions simultane-
ously but first we determine the wave functions of the internal electrons
(i=1,2,...,n), equating to zero a variation of

Wo:/Z@(x)H(x)cm(x)dH

¢ [foboEs) - aE) P, :
3 // | e ()

r—r’|

where
0o (za') = Z@(JT) wi (z) (3%)

denotes a mixed density of the internal electrons. In the additional
conditions (2), the indices ¢ and j run over the values i,5 = 1,2,...,n.
Then, keeping fixed the functions ¢; () (i =1,2,...,n), we will vary
expression (1) for W with respect to the function ¢, 1 (x) of the valence
electron, which we denote as 9 (z):

Pt (2) =P (2). (4)

The additional conditions will now be written as
[F@v@a=0 i=12..n. -

One can expect that the solutions obtained in this way will only
slightly differ from the solutions of the more complete initial problem
(besides, it is also an approximation).

We separate the energy of the internal electrons Wy from the total
energy W and put

W =W, + W' (6)

Since the energy W is constant, the wave function % (z) can be de-
termined from the condition 6W’ = 0. Further, for the same reason,
as the difference of the energy of two terms we can take, instead of
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Wi — Wa, the value Wi’ — W5'. Even if we would vary all the functions
vi(x) (1=1,2,...,n4 1) simultaneously, a more exact expression for
Wy differs from our Wy by small quantities of the second order with re-
spect to the difference p; () — ¢, (x), since we determine Wy from
the minimum condition.

Due to this, we could not consider Wy at all and treat W’ as the
energy of the valence electron.? The quantity W’ is the difference be-
tween the total energy of the atom and its energy in the ionized state;
therefore it gives directly the optical term. From our formulae (1)—(6)
the expression for W’ is as follows:

/1/} d:c+/1/1 ¥ () do —

& / [Fw M)w(w’)dwd:v’, )

exact

where the quantity

00 (:E/a ml) /
Vir)=¢* | == da 8
(x) Fa (8)
is the part of the potential energy?® of the valence electron that originates
from the field of the internal electrons. The last term in (7) is important
for us because it can be treated as the quantum exchange energy? of the
valence electron.

Bearing in mind condition (5), from W' = 0 the next equation
follows:
— /
H (@) (2) +V (1) (&) él’(_xfuz (o) do! =
= E'll) + Z Az‘pz ) (9)

where \; are these Lagrange multipliers. It is easy to show that as the
equations are satisfied by ¢; (z), all these Lagrange multipliers are equal
to zero. Therefore, equation (9) takes the following simple form:

00 (z, ")

-1

H (z) ¥ (x) + V (r) ¥ (z) — e ¥ (a')da' = B (x).  (97)

2In the same way we could also single out several valence electrons but here we
restrict ourselves to the simplest case of one valence electron. (V. Fock)

3As an operator, it is a multiplication operator on the function V(r). (V. Fock)

4As a mathematical expectation value for the state ¢ (z). (V. Fock)
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Thus, the wave function ¢ (x) of the valence electron satisfies the
integro-differential equation (9*). It is an eigenfunction of the linear
operator in (9*) and the corresponding eigenvalue E is the optical term
of the atom. Further it is possible to show that the wave functions ¢; ()
of the internal electrons are the eigenfunctions of the same operator; the
corresponding eigenvalues can be treated as the Rontgen terms. Hence,
the whole spectrum of the atom is described by the operator in equation
(9%).

Since 9 (z) and ¢; (z) are eigenfunctions of the same operator, the
orthogonality conditions are satisfied automatically. Therefore, it is pos-
sible not to introduce them and the corresponding Lagrange multipliers
A; explicitly.

We have already emphasized the linearity of the operator in equa-
tion (9%). Thus, a linear operator can be associated with the energy of
quantum exchange. If we denote this operator as —A, the operator A
will have the kernel

(10)

An important conclusion follows from our considerations. The quan-
tum mechanical system of “an electron in a given external® field” will
be totally determined only when the quantum exchange field is intro-
duced, besides the electrostatic (or electromagnetic) field. This idea is
completely outlying to the classical theory and we hope that it might
be fruitful in different areas of the quantum mechanics. Addition of the
quantum exchange to the external field is to a certain extent exhaustive,
because the most precise description of the electron in the framework of
the one-body problem is given by the generalized Hartree equations.

2 Schrodinger Equation

Now in our formulae we introduce the spatial coordinates r = (x,y, z)
and the variable 0 = %1, which describes the spin. We designate the
Schrodinger functions (without the spin) for internal electrons as 1);(r)
(i=1,2,...,%) and set

o(rr') = ZT(I‘) i (r'). (11)

5Because of the assumption that the valence electron does not affect the internal
electrons, their field should be considered external to the valence electron. (V.F.)
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(Here the symbol p is used in a slightly different sense than before in
equation (2).) For a closed shell,% we get
00 (x 2') = 0o (ro;v'0’) = o(r 1) 6por- (12)
Further, o (rr) is invariant at the spatial rotations of the coordi-
nate system. Therefore, if we introduce the polar coordinates (r,8, ),
(r', 0", ¢"), we will have
o(rr') =g (r,r'cosy), (13)
where
cosy = cosf cos ) + sin@sin ' cos (p — ). (14)

Thus, the part of the potential energy that originates from the inter-
nal electrons will get the following form:”

V=V() =2 /
|r—r

/
, 1
= 47e? // rh 1) r2dr’ sinydy,  (15)
\/7“2 + 7“’2 — 2rr’ cosy

so that it will depend only on r. If we denote the new wave function of
the valence electron as ¥ () or, in detail, as 9 (ro), the action of the
quantum exchange operator on the function v results in

/
(ro)=e /|r—r Y (r'o)dr'. (16)

The quantity H ()1 for a non-perturbed atom is®
h? n+1)e?
Hip = —5 A — (e, (17)
m r

6 As is known, the electron shell of an atom consists of a set of “closed shells” where
each shell includes 4l 4 2 electrons having definite principal and azimuth quantum
numbers and all possible values of other quantum numbers, namely, the magnetic
quantum number m = —I,—l + 1,...,l — 1,1 and the number ¢ = —1,41, which
describes the spin. (V. Fock)

"Integration over z’ also includes summation over o', which leads to factor 2.
(V. Fock)

8Here h denotes the Planck constant h divided by 2. (V. Fock)
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The Schrodinger equation for the valence electron is written as
h? n+1)e?
gt (Vo - PV o= e

where A is defined by equation (16). The kernel of the operator A is
(ra|A|r'd"y={r| A|1) b0, (19)
where

e?0 (r, ', cos )

(r|A|v) = 20
\/r + r’2 — 27! 0057

(20)

Since this kernel depends on the angles 6, o, ¢, ' only in the com-
bination cosvy (equation (14)) the operator A will commute with the
components of the angular momentum operator

My = YPs — 2Py, My = 2Pz — TPz, My = TPy — YDa- (21)

Therefore, in the ordinary way we can single out the factor in the
Schrédinger wave function 1, depending on the angles, and set

1 f(r)
Var

where Y] is the spherical harmonics normalized by the formula

P =

Yi(0,9), (22)

/?lYldw =4r (dw = sin 6dOdy) . (23)

The normalization condition for f (r) reads as

=1 (24)

0

In order to integrate over " and ¢’ in Ay, we expand (r | A | r')
over the Legendre polynomials P, (cos+y) and set

r|Alr)) Z2l+1Gl (rr") Py (cos ), (25)

=0

so that

Gy (r,r") = 27rr 62/ (r,7, cos ) P, (cos)sin~ydy. (26)
\/7’2 + 72 — 2r7! cosy
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If we use the property of the spherical harmonics

2n+1
47

/Pn (cosvy) Y (6'¢) dw' = 6,Y; (0, 0), (27)

then from equation (18) we obtain the following linear integro-differential
equation for f (r):

2 2 n 2
S {flr‘f S 1)f] ; [v (- O
—/Gl (r,") f(r')dr' = Ef. (28)
0

This equation can be also obtained by the direct transformation of
expression (7) for W’. In this way, we would get first

- [ o2 )
0

- / / FO) Gy (rr) £ ) drdr”, (29)
00

and herefrom our equation (28) follows directly.
For the sodium atom, the quantity G; (r,r') in the atomic units is
equal to

Gi(rr) = [A () fr (") + f2 (r) fo ()] Ky (") =

l l+1

+3f3 (1) f3 (r') THKI—I (r,7") + T_HKI+1 (r,r")|, (30)
where
1
K N= ———— I <

(7" s 1o for 7S
(31)

K(rr’)—Lr—l for ' >1r

T 1 T =

and f1(r), f2 (r), f3 (r) are the wave functions of the internal electron
shells defined similarly to (22). Equation (28) for the sodium atom
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coincides with the equation given in our previous paper.” Numerical
integration of this equation is now in progress in the Optical Institute.
Equation (28) gives a good approximation for values of the terms of the
sodium atom (the error is less than 2%); moreover, the contribution of
the quantum exchange plays a rather significant role (up to 20%).'°

3 Classical Analog of Quantum Exchange Energy

Let us try to find a classical quantity that corresponds to our operator
A. For this, we transform the operator in the following way. According
to (11) and (16), we have

3 oy (!
— .2 ¢t (I‘ ) ’ ’
But 1/ | r — v’ | is the kernel of the operator —47w/A (the Poisson
equation in the potential theory). Thus, we have

A= —4me? Y 4y (r) %E (r), (33)

'Mm\:

i=1
or, if we introduce the operator p? for the square of the momentum,
p’ = —i*A, (34)

we obtain
B 1
A=dne®h® Y i (r) ﬁwi (r). (35)
i=1

Herewith, it is seen that in the classical limit (A — 0) the quantity A
turns to be zero, as it should be. But we can define in the corresponding
classical quantity the terms proportional to i2. To do this, we can

9V.A. Fock, TOI 5, N 51, 1, 1931, equation (26). (V. Fock). (See [30-2] in this
book. (Editors))

10The ground-state term of the sodium atom (n = 3,1 = 0) is obtained as 0.1862
atomic units (the experimental value 0.1888); the calculated value for the next term
(n=3,1=1)is0.1093 (the experimental value 0.1115 ). The calculations were carried
out by M.I. Petrashen and A.R. Krichagina for the State Optical Institute. The
calculation method will be published in a separate paper. (V. Fock). (See [34-1] in
this book. (Editors))
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approximately suppose that p? is permuting with z,y, 2z and treat the
quantity

N(r)=2 Z Wi (r) ¥i () (36)

as a number of electrons in the unit volume. Then we get

A= 2we2h2N—(2r). (37)
p
This formula can be used to estimate the value of the quantum ex-
change energy in the framework of the classical model. To do this, one
can substitute, for example, instead of N (r), the corresponding value
from the Fermi statistical model, express p? as a function of the coor-
dinate with the help of the energy conservation law and then take the
time average of expression (37) over the classical electron orbit.
The classical Hamilton function with the quantum exchange accord-
ing to (37) will be
Helass = in +U - 27re252M, (38)
2m p?
where U = U (r) denotes the potential energy and N (r) is connected
with U (r) by the relation

AN (r) = —47e®N (r). (39)

4 Dirac Equation

Here we will try to apply our idea about the necessity of accounting
the quantum exchange energy in the one-body problem for the Dirac
equation. The main problem here is caused by the fact that there is no
reliable relativistic formulation of the many-body problem. Besides, here
it is not clear at all if there is any sense to consider relativistic correc-
tions to the values of the terms when the error from the replacement of
the many-body problem by the one-body problem, generally speaking,
is much more than all these corrections.!! But one can still hope that
the difference of the corrections for two terms of a doublet gives a good

HThis doubt is more legitimate in theory, which neglects completely the energy of
the quantum exchange. (V. Fock)
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estimate for the term splitting. In any case, we have to remember that
here we leave the solid ground of the Schrodinger equation and have to
look for a verification of the theory not only in the theoretical consider-
ations but also in a possible experimental test of the resulting formulae
for the doublet splitting, which is based on our assumptions.

We derive first some consequences from the Breit formulation of the
quantum many-body problem. If one takes into account the Breit cor-
rections for the retardation, the interaction energy of two electrons will
be

e? e? ad’ 2a(r—1)][a (r — 1)

e
H N = - _
(z,2) [r—1'| 2r—1/| 2 [r—1' |3

; (40)

where a = (o, y, @) is the vector composed of the first three Dirac
matrices. In order to derive an expression for the energy of the (n+1)-th
electron, which follows from (40) (cf. equation (1)), by analogy with (2)
we introduce the “mixed density”

n+1 n+1

o(x,z') = Z@(m) @i (2') = Z@ ©is (41)

3

and also the “mixed current” s with the z-component given by

sz (¢ 2') = Z@(az @) (42)

Here x denotes the set of variables r,(, where ( = 1,2,3,4 is the
index of the Dirac function. The prime in formulae (41) and (42) means
the substitution of z by z’. If we denote as H (x) the Dirac energy
operator with the Coulomb potential of the core

1 2
H(I):ca~p+mca47u, (43)
r
then the expression for the energy of the atom can be written in the
form

n+1

W= Z/@(w)ﬂx)w(m)dﬂ
i o(xx)o(2'z") — o (xa) o (¢'x) r
+ 5 // | drdx

r—r|
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77// xx) |3_:/(|xx’)os(x’x)dzdx,
_%// r—r’)- xm)][(r—r’)~s(m’x’)]d$dx,+

|r—1 |3
e [[loe—r)-s@2)][x—r)-s@)],
+Z // v P dzdz’. (44)

As we already did in §1, we can single out the wave function of
the valence electron ¢,41 () = ¥ () = ¥ (r{) and, according to the
equation (6), we can decompose the energy W in two parts. In order to
write the energy W’ of the valence electron in a more simple form, we
introduce the following notations. We set

("1e"1¢) = Z% ¢ (r¢) (45)

and denote

o =0"(r',x) (46)

the four-row matrix with the entries (45). The part of the current vector
s connected to the internal electrons is

sY = . 0°, sg = aygo, s¥ = a, 0" (47)

We also introduce

¥ (r) = Spur ¢° (r,x), 50 (r) = Spur s° (r, 1), (48)
where Spurg® (r,r) denotes the sum of diagonal elements of the matrix

0° (r,r). Then, using the notation g0 (r), we set

=
_ 2 4 (I‘ ) /

I‘) =€ / Wd’r . (49)

This quantity has the same value as in (8); it is proportional to the

scalar potential of internal electrons. Because for the closed shell the

value of 9 (r) is equal to zero,'? we cannot write down the corresponding

expression for the vector potential. We denote by v the matrix

RT= o

121t follows from the expression for the matrix o° being approximately expressed

by the Schrédinger wave functions (see below). Cancelling 0 (r) is already clear from
the symmetry reasons. (V. Fock)
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Dropping the index ¢ corresponding to internal degrees of freedom of
an electron, we will write simply ¢ (r) for the wave function ¢, 11 = 9 of
the valence electron. With these notations, the expression for the energy
W' of the valence electron is

/w VHY (r d7+/w b (x)dr

//fwr— Daris

/ [o(x aga)erv]w()

|r—1|

drdr’. (51)

Variation of this expression over 1 (r) leads to the following equation

for ¢ (r):
gw( )d
|r—1|
7/ aga )+ 70" v ()

|r—1|

[H+V @] - ¢ =

dr’ = Wh. (52)

Here in the first term the operator H + V is the ordinary Dirac op-
erator in a central field (the Coulomb field of the core, which is screened
by the internal electrons). The other terms originate from the quantum
exchange, namely, the second term is from the “Coulomb” exchange and
the third is due to the Breit correction on retardation.

For further derivation it is necessary to define matrix o° in equa-
tion (45), which describes the internal electrons. Here we come across
a difficulty because for the internal electrons we can assume only the
Schrodinger wave functions or the Pauli wave functions with the spin
to be known. Though herefrom one can determine approximately Dirac
wave functions, it is not enough for a definite derivation of a quantum
exchange correction for the doublet splitting.

The structure of the matrix ¢ can be understood in the following
way. We take for the Dirac matrices his expressions:

Oy = 0101, Oy = 0102, Q= 0103, Q4 = 03 (53)

and denote by o 0 , 00 the two-row Pauli matrices
(01 o (0 —i o_ (10
_(10)7 Uy_(l.o), az_<01). (54)
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As is known, for the states with the positive energy two low com-
ponents of the Dirac wave function will be small compared with two
upper components; moreover, the following approximate equations will
take place:

Y3 = 5 [(po — ipy) Y2 + patin],
(55)

Yy = ﬁ [(Pe + ipy) 1 + p21)2]

or, in a more symbolic form,

() =3 (22): 0

where P denotes the operator

P = Jgpx + ngy + ngz~ (57)

Let us write ¢° as a “supermatrix”

(o), (58)

021 022

where the quantities g;; are two-row matrices. It is easy to determine
the order of magnitude of these matrices: g1 and g21 will be of the order
| % | and 95 is of the order % with respect to 011. If we suggest
that the first two Dirac functions approximately coincide with the Pauli
functions, we will get

(o] on o) =0o(r'r)dse, (59)

where g (r 'r) is of the Schrodinger expression (11), or, more correctly,
it follows from (11) by permutation of r with r’. Applying the operator
P, we can get herefrom approximate expressions for g3, 021 and g29.
Unfortunately, one cannot be sure that the relation (59) is correct up
to the terms of the order % inclusively. We can only state that in
the matrix o° the elements of the order of unity are the same as in the
matrix

1+aoy
2 9

1+ 03
& = o) L8~y )

(60)

which follows from (58) if one substitutes p1; by (59) and puts zero
instead of p12, 021 and p92. As a consequence of this uncertainty, we will
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not continue calculations, which are based on the Breit formulation of
the many-body problem, but we give here some results following from
the different (more or less arbitrary) assumptions about the form of the
Dirac equation with the quantum exchange.

If one inserts (60) into (52) and neglects interaction of the retardation
with the quantum exchange, then the following equation for the energy
is obtained:!?

1—|—Oé4

cla-p)+mcay +U(r) — Al = W, (61)
where it is written for brevity
1 2
U =v ) - "N (62)

and the operator A has its previous value (16).

It is possible to show that if the wave equation has the form (61),
then the term with the quantum exchange does not give any contribution
to the doublet splitting of the terms. In order to prove this property,
we note first that in the case of equation (61) the law of areas holds in
the former Dirac form. Therefore, we can transform equation (61) in
an ordinary way to the polar coordinates. We denote as k the quantum
number, which is connected with the spectroscopic quantum numbers 4
and j by relations

1 1 1
l=k—=|—< = k| — = k=41,42...). 63
b= 5 d=l-g G=tLEze). @)
Then for the radial functions fi (r) and fs (r), the following system

of the integro-differential equations is obtained:

he (6302 + fg) [mc? + U (r)] f1 —/Gk_lfl (r"Ydr' =W fy,
0

(64)
hc( ‘gl+ f1> [~m +U ()] fo = W .

Here for positive k the quantity Gy has its previous value (26) and
for negative k it is defined by

G_=Gp_1. (65)

131t is interesting that in expression (61) the matrix c is multiplied beside the rest-
energy mc? also by the operator of the exchange energy A. But it would be premature
to make herefrom a conclusion about a connection between the rest-energy and the
energy of the quantum exchange. (V. Fock)
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From (64), after simple algebra we obtained the following well-
known!4 formula for the doublet splitting:

h? 1 au
47’TL2 2 (2k ) fl (66)

0

AW =W (k) = W (=k+1) =

Here one can take any solution of the corresponding Schrodinger
equation (28) as fi (r).

Equation (64) differs from other possible forms of the Dirac equa-
tion with the quantum exchange in that it gives the splitting formula,
which does not depend on the quantum exchange. Therefore, if it is
desirable to complete the wave equation with additional terms (for ex-
ample, according to formula (52)), it is convenient to consider (61) as a
non-perturbed equation. If we denote the perturbation as Hot, then the
following quantity is added to expression (66) for the doublet splitting:

AW = (k| Hy | k) — (—k+1| Hy | —k+1). (67)

If we set, e.g.,

(68)
where ) is a constant,'® we arrive at
(e Hy |0 =\ [ [ £0) G ') 88 6 (69)
00
where
h dfiy k
0 — e
fa(r) = 2me (dr T 1) (70)

is an approximate value of the second radial function (cf. equation (64)).

The results of the investigation of the Dirac equation with the quan-
tum exchange, developed in this section, are not final since we do not
come to a definite formula for the doublet splitting.'® Nevertheless, we

14See, e.g., V.A. Fock, Basic quantum mechanics (Nachala kvantovoj mekhaniki)
(in Russian), Leningrad, 1932, p. 225. (V. Fock)

15Such a term with A = 2 is obtained if one introduces expression (52) in formula
(60) and neglects the correction on retardation. (V. Fock)

16See also M. Johnson and G. Breit, Phys. Rev. 44, 77, 1933, July 15. (V. Fock)
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would like to emphasize that the quantum exchange can give a rather
significant correction to expression (66). Hence, in one way or another it
is necessary to take this correction into account. If, on the one hand, it
is difficult to do this rigorously, then, on the other hand, a theory which
does not take this term into account at all is even less satisfactory. A
clarification of the form of the correction due to the quantum exchange
could be useful to some extent in the relativistic many-body theory.

Leningrad

State Optical Institute

Sector of Spectroscopy

the USSR Academy of Sciences

Translated by Yu.Yu. Dmitriev
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The determination of the stationary states of many-electron atoms is
bound up with the solution of the many-body problem. An approxi-
mation to the solution of this problem was suggested by Hartree. His
method, known as that of the self-consistent field, was generalized by
Fock. The method of the self-consistent field, as well as its generaliza-
tion, is based on the assumption that the wave function of a whole atom
can be expressed approximately in terms of one-electron wave functions.
Hartree assumed the wave function of the atom to be a mere product of
electron wave functions and, consequently, did not take into considera-
tion the symmetry properties of the wave function claimed by Pauli’s ex-
clusion principle. The generalization of the method of the self-consistent
field aims at taking the Pauli principle into account. For this purpose
the wave function of the atom was assumed to have the form of a finite
sum of products of one-electron wave functions; for an atom with one
series electron this sum reduces to a product of two determinants formed
of the Schrodinger one-electron wave functions.

It was shown by Fock! that the equations of the self-consistent field
as well as the generalized equations can be deduced from a variational
principle. By introducing the wave function with proper symmetry the
greatest possible precision was attained compatible with the representa-
tion of the wave function of the whole atom in terms of the one-electron
wave functions. Therefore the generalized method of the self-consistent
field is doubtless preferable to the original. But, until now, no use of its
advantage was made, because of the mathematical difficulties involved
in its numerical application. These difficulties, which are connected with
the character of generalized equations of the self-consistent field, made

V. Fock, Néiherungsmethode zur Lésung des quantunmechanishen Mehrkérper-
problems, Zs. Phys. 61, 126, 1930. (See [30-2] in this book. (Editors))
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the usual methods of numerical integration inapplicable. The advantages
of the generalized method as well as its difficulties were referred to by
various authors.?

In the present paper a method of solution of the generalized equations
of the self-consistent field will be suggested that enables us to avoid the
difficulties mentioned above and to find the one-electron wave functions
with desirable precision. This method was developed when carrying out
the calculations for the Na atom. Some results of these calculations will
be given at the end of the present paper.

1 Form of Equations

For atoms consisting of closed electronic shells and a series electron we
may write the wave function of an electron in the form

Y= A0, (11)

r being the distance from the nucleus given in atomic units and Y a
spherical harmonic dependent on angles 9 and ¢ only. The radial func-
tion is supposed to be normal, that is

/Ooo [fi ()] dr = 1. (1.2)

The variables, thus, will be assumed to be separated and radial func-
tions will be considered only.

For a given atom there will be as many radial functions as there
are electronic shells constituting the atom in question plus one series-
electron wave function. Radial functions f;(r) and fx(r) for which the
quantum numbers [; and [; are not the same must be orthogonal:

/000 fi(r) fr(r)dr = 0, 1# k. (1.2%)

As was mentioned above, the generalized equations of the self-consistent
field (referred to later simply as generalized equations) satisfied by the

2J. McDougall, The Calculation of the Terms of the Optical Spectrum of an Atom
with One Series Electron, Proc. Roy. Soc. A 138, 550, 1933; D.R. Hartree and
M.M. Black, A Theoretical Investigation of the Oxygen Atom in Various States of
Ionization, Proc. Roy. Soc. A 139, 311, 1933; D.R. Hartree, Results of Calculation
of Atomic Wave Functions, Proc. Roy. Soc. A 141, 282, 1933.
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radial wave functions are deducible from a variation principle by varying
the energy of the atom.

The general form of the energy of an (n + 1)-electron system can be
easily written by introducing besides the electronic coordinates the spin
variable, which acquires two values.

Expressing according to equation (1.1) the wave functions of the elec-
trons in terms of radial functions f;(r) and spherical harmonics Y (9, ¢)
and performing the integration over the angular coordinates ¥ and ¢, we
obtain an expression for the energy in terms of the radial functions. The
variation of this expression leads to the system of generalized equations.

The form of this system depends on the way in which we proceed.
We may vary all the functions f;(r), the series electron wave function
included, simultaneously or, as was pointed out in a paper by Fock,?
we may proceed as follows. First, having constructed the expression for
the energy of the ionized atom, we may obtain the equations for the
wave functions of the core shells by varying this expression and, then,
by varying the expression for the energy of a whole (not ionized) atom
we may obtain the equation for the series electron wave function. The
latter way is preferable for its simplicity. The wave functions of the core
electrons will be determined thus once for all and for the determination of
the series electron wave function we shall have a linear integro-differential
equation.

In general, the expression for the energy of an atom in terms of
one-electron wave functions is rather complicated. As an example, the
expressions for the energies of the Li atom and Na™ atom will be given
in Section 3.

The system of equations obtained for the core electron wave functions
will have the form

L Qs = M- Z@m (i=1,2...q). (13)

In these equations ¢ denotes the number of core radial functions; the
summation is extended over the values k = 1,2,....,4 — 1,i + 1,...,q (the
omission of the terms with k& = i being noted by the sign ’); the term
with k = i is transferred to the left-hand side. C; are positive constants
and Q;, which will be referred to as the coefficients of the equation, are

3V. Fock, Uber Austauschenergie, Zs. Phys. 81, 195, 1933. (See also [33-2] in this
book. (Editors))
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expressed linearly in terms of the quantities

. 1 1 "
F*(r) = QZH{RZH /0 Fir!) fre () e+

wt [T AR

where @;;(r) includes terms corresponding to the Coulomb field and
terms of the form C;l;(l; +1)/r%. Expression (1.4) can be written in the
form

Fi¥(r) = / Fi(r") fe (P K (v, ")y (1.4%)
0
where
Kilrr') = 52 for o<
() = 1 or 1 <,
(1.5)
1 r
Ki(r,r) = TR for ' >r.
The coefficients Q;x(r) are symmetric in the suffixes ¢ and k, that is,
Qir(r) = Qri(r). (1.6)

Hartree’s equations, which do not take into consideration the quan-
tum exchange, may be deduced from equation (1.3) by omitting the
“non-diagonal” coefficients, i.e., the sum Z/. The series electron wave
equation is of the form

1d2 (+1) Z .

[ being the quantum number of the series electron, and the series elec-
tron wave function fy41 being denoted by f(r) gives the value of the
screening potential for core electrons and is independent of f. The co-
efficients Q) = Q,q+1 result from applying a linear integral operator to
the function f, and therefore (1.7) is a linear integro-differential equa-
tion for the series electron wave function. The energy level (term) of the
series electron is given, in atomic units, by the characteristic value A of
this equation.
The quantities

E; = (1.8)
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may be compared with core electron energy levels (X-ray terms) though
a close agreement cannot be expected, equation (1.3) referring to the
ionized atom.

When considering the series electron wave equation (1.7) as an equa-
tion for the characteristic functions of the linear integro-differential op-
erator, this equation will be satisfied besides by the series electron wave
function f, by those of the core electron wave functions f which cor-
respond to the same quantum number [, the quantities E; being their
characteristic values. Therefore the series electron function f must be or-
thogonal to the core electron function f; with the same quantum number
l.

It must be pointed out that the equation for the series electron has
the form (1.7) only when the core wave functions involved in V (r), Qx(r)
and in the right-hand side of the equation rigorously satisfy the system
(1.3). But when the system (1.3) is satisfied by these functions only
approximately, the solution of equation (1.7) may prove to be not or-
thogonal to the core wave functions with the same quantum number .
In order to obtain an orthogonal solution it is necessary in this case to
add to the right-hand side of (1.7) a linear combination of the core wave
functions with constant coefficients, i.e., to write instead of (1.7)

1df [il+1) Z B d .
-+ V(rﬂ f= Af—k; Qku*)fk{ij pifi, (177)

2 dr? 2r2

the summation being extended over all values of i for which the quantum
number [; is equal to [.

The constants u; are determined from the conditions of orthogonality
of the solution sought for to the functions f;(r) and are expressed, as
may be easily verified, in the form

Wi = %CZ- /OOO wi(r) f(r)dr, (1.9)

©i(r) being, but for an additive term of the form );f;, the difference
between the left- and the right-hand sides of the corresponding equation
(1.3),

pi(r) = =Ci—= deZ + Zsz (1.10)

(summation being taken over k without omlsswns). It is easily seen that,
provided equations (1.3) are rigorously satisfied, we have

@i(r) = Aifi (1.11)
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and owing to the orthogonality conditions, the quantities u; vanish.

As an example, let us consider the wave equation for the Na™-atom
(atomic number Z=11). There will be three functions f;(r) (¢ = 3). The
equations (1.3) take the form

d? 11
- drél +2 (—,r +V(r) - Fo“) fir=Nfi+2F3 fo +6FP fa, (1.12a)

d2 f2

—-= + V(r F022) fo = Xofo+2F2 i +6F3% f3, (1.12b)

11
(— gt V(r)— F3 — 2F233> fo=Xsfs+

+2F f1 + 6F32 fy (1.12¢)
where the screening potential V (r) is
V(r) =2Fy" + 2F5% + 6F3°. (1.13)

The equation for the series electron wave function takes the form

L&y [(l+1)_11+

_ 14
502 9,2 ; V(r)} Ji=Mfa+F " i+

I+1 l
FPfy+3 Y+ ——F | fs 1.14
+E7 f2 + 21+ll+1+21+1l_1 I3 (1.14)
In order to express the right-hand side of this equation in the form of a
linear operator acting on fy, let us write

Gi(r,r') = [A(n) () + fa(r) ()] Ki(r, ')+

I+1

+3f3(7")f3<7‘/> |:21+1Kl+1(7“77“) % i_ lKl 1(7‘ r )] 5 (115)

where K has the former meaning (1.5). We shall have

Ef T -
_% er;4 { (21_21) U V(T)] fa=Xiafs +/0 Gi(r,r") fa(r")dr'.

(1.16)
Thus, the series electron wave function of the sodium atom satisfies the
linear integro-differential equation (1.16).
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2 Method of Successive Approximations

Equations (1.3), which in the general case form a nonlinear system [and
also equation (1.7) which is linear], are evidently soluble only by the
method of successive approximations. For this purpose a fair initial ap-
proximation is needed. The most convenient method of constructing
initial approximation is based on the variation principle and is a gener-
alization of the Ritz method. This method will be considered in Section
2.

In cases when Hartree’s wave functions are known it is sometimes
possible to take the orthogonal combinations as initial approximation.
It is to be noticed, however, that when Hartree’s wave functions do
not satisfy the orthogonality conditions even approximately, the orthog-
onalization process may alter their character considerably, introducing
sometimes superfluous nodes; in such cases it is besides the purpose to
take Hartree’s wave functions as initial approximation.

In order to obtain more precise wave functions after the initial ap-
proximation are found, we have to apply the method of successive ap-
proximations. The application of this method is based on two properties
of the system in question: first, that a change in the function f;(r) does
not produce a considerable alteration in the general character of the co-
efficient Q1 [the diagonal coefficients Q;; being the most stable] and,
second, that the right-hand side of (1.3) is small as compared with the
terms of the left-hand side.

Owing to the first of the properties mentioned, it is possible to con-
sider approximately (1.3) as a self-adjoint system of linear differential
equations. Indeed, let us denote by Q. (r) the coefficients calculated by
means of the wave functions f7*(r) of the initial approximation. Sub-
stituting these approximate values Q7. (r) for the coefficients Q. (r) in
(1.3) we obtain a linear system

d2fi * !k
*Ciw +Q(r)fi=Aifi — Z Qi (r) fr(r). (2.1)

It is to be expected that the solution of this system will be a better
approximation than the initial one. Considering the solution obtained
as a new initial approximation and solving again an equation of the
type of (2.1), we would obtain the next more precise approximation.
Repeating this process adequately, we would obtain functions f;(r) with
the precision desired.

As a matter of fact, however, the direct numerical integration of
the system (2.1) is, in practice, inapplicable on account of the extreme
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instability of this process. Therefore the system (2.1) has to be solved
by another method based, besides the first, on the second of the above-
mentioned properties of the system (comparative smallness of terms in
the right-hand side of the equations). This property affords the possibil-
ity to consider these equations not as a system but as separate equations
loosely bound. It is therefore admissible to substitute the approximate
values f*(r) of the required function not only in the coefficients Q1 (r),
but also in the terms of the right-hand side of the equations, and thus
to obtain a set of separate inhomogeneous differential equations of the
second-order. An equation of the same type is obtained from the integro-
differential equation (1.7) or (1.6) for the series electron. Consequently,
the construction of each approximation reduces to the solution of these
inhomogeneous equations. Usual methods of numerical integration are
inapplicable to such equations owing to the instability of the process in
this case, but the solutions may be found by means of the generalized
Green’s function.

Let us consider the equation for one of the functions for the core
electrons. Let f? be a solution of the linear homogeneous equation

2 40
o

o + Q;(T)fzo = )‘? iov (2.2)

where A} is the eigenvalue of the left-hand side operator. We replace
equations (1.3) or (2.1) approximately by

& f;

—Ci dr?

+ Q5 () fi — N fi = wi(r), (2.3)

where w;(r) is known from the preceding approximation and is equal to
!

wi(r) = Nifi = ) Qi (2.4)
k

the constant A, being defined by the condition of orthogonality of ex-
pression (2.4) to the solution of the homogeneous equation f?

/wi(r)f?(r)dr =0. (2.5)

The solution of the equation of the form (2.3) by means of the generalized
Green’s function will be considered in Section 4.

It is essential that the process of constructing the Green’s function as
well as the solution, by means of this function, of the equation of the form
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(2.3) are stable and practically performable processes. On constructing
thus a particular solution of (2.3), we obtain a general solution by adding
a term of the form Cf2(r), the constant C being determined by the
normalization condition.

The integro-differential equations (1.7) and (1.8) are solved analo-
gously, the integral operator being regarded as a perturbation.

An appropriate number of approximations being constructed, the
parameter A of the equation becomes

A= A"\, (2.6)

where A° is the characteristic value of the corresponding homogeneous
differential equation and X is determined by conditions analogous to
(2.4) and (2.5). The value of A\’ may be compared with the value of the
energy level, quantum exchange not being considered, and the value of
M gives the corresponding correction. A more precise value of the energy
level may be obtained by substituting a final approximation of f in the
definite integral expression for the energy of a series electron.

When constructing every successive approximation f; it is necessary
to keep in mind the orthogonality conditions (1.2*). The rigorous solu-
tion of the initial system (1.3) satisfies these conditions automatically,
but the approximate one may not satisfy them, and the functions f;
must be consequently orthogonalized before being substituted in Q. (r)
and @Q;;(r). The orthogonalization, in general, spoils the solution, but
this effect is the smaller the nearer the approximation in question is to
the rigorous solution. Therefore it was considered best, instead of ap-
plying the usual Schwartz method of orthogonalization, to construct a
linear combination of the form

fi=Af; + B+ crf, (")
k

where f; is the solution to be orthogonalized, f! is the solution of the
corresponding homogeneous equation and f; are the appropriate wave
functions involved in the orthogonality conditions. To determine the
constants A, B and c¢; we use, first of all, the orthogonality and nor-
malization conditions. But the number of these conditions being less
than that of the constants involved in (*), they are insufficient for this
determination. Therefore some additional condition must be imposed.
This condition must be chosen in general so as to reduce the inevitable
spoiling of the differential equation to a minimum, and in particular so
as not to alter considerably the general character of the solution in the
vicinity of » = 0.
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For Schwartz’s method B = 0; but the constants ¢y are then compar-
atively large, so that this method involves the addition of considerable
terms proportional to the functions which do not satisfy the equation.
It is advisable to choose the constants so as to minimize the quantity
> . c. Usually this reduces approximately to the omission in (*) of
the term which involves that function fj for which the scalar product
[ f7 frdr has the largest value.

A linear combination of the form (*) will satisfy approximately an in-
homogeneous equation with the right-hand side increased A times. The
latter circumstance does not spoil the equation in the proper sense of the
word. It was established practically (and it follows from theoretical con-
siderations to some extent) that the coefficients Q;j, of the series electron
equation, computed for different approximations, are nearly proportional
and the corresponding right-hand sides of the equation differ by a nearly
constant factor only. Moreover, usually the revised right-hand side of the
equation differs from the preceding one by a factor, which is very near to
A. Therefore the construction of such a linear combination for f is quite
admissible and may be considered as the best way of orthogonalizing the
solution obtained.

It must be noticed that although the coefficient QZ;(r) in the homo-
geneous equation (2.2) for a core electron is changed with each approx-
imation, it is not necessary to solve this equation and to construct the
Green’s function every time anew. It is sufficient to solve this equa-
tion once for the initial approximation and thereupon to include in the
right-hand side of the inhomogeneous equation the difference between
the initial and subsequent values of Q};(r) obtained as the construction
of successive approximations proceeds. For the hydrogen-like functions
the solution of the homogeneous equation can be avoided by taking the
corresponding equation for a hydrogen-like ion. The difference between
the coeflicient of f; in the equation of the hydrogen-like ion and in the
equation in question must also be included in the right-hand side. Such
a way of proceeding does not upset the convergence of the process and
shortens the calculations considerably.

In order to estimate the approximation ff(r) we may proceed as
follows. By means of f; and of the corresponding coefficients @7 let us
construct an expression analogous to (1.10):

oilr) = -G +2Qkfk. (2.7)
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If the functions f; were rigorous solutions of the initial system of
equations, the expressions ¢;(r) would be strictly proportional to f;*(r)
and if we were to construct the function

i (r) = pilr) = Aifi (), (2.8)

where A; is determined from the orthogonality condition

| eioseir=o, (29)

this function would vanish identically. But f7(r) being an approximate
solution only, ¢} () will differ from zero and its value affords a convenient
estimation of the precision of the approximation. This precision may be
characterized by the smallness of the number

5= [ leiorar (2.10)

The approximation may be considered as quite satisfactory when o;
does not exceed 0.001 or 0.0001. Until this limit for o; is attained,
the process must be repeated, calculation beginning each time for that
function for which the value of o; happens to be the largest.

We may now summarize the method recommended in the following way.

In order to get the initial approximation the Ritz method must be
applied or the orthogonalized Hartree function may be taken. In order
to obtain every successive approximation the system of equations (1.3)
and the integro-differential equation (1.7) must be replaced by separate
inhomogeneous equations of the form (2.3). These equations are solved
by means of the generalized Green’s function. The solution obtained,
being orthogonalized, serves for calculations of the revised right-hand
sides of the equations. Next the equations are solved again and the
process is repeated until the desired precision is attained. Separate parts
of the method adopted will be discussed in the following sections.

3 Construction of the Initial Approximation

As was remarked in Section 1, the generalized equations are deduced
from the variation principle. A direct method of solving variational
problems (i.e., a method which does not involve the construction of an
equation for varied functions) was developed by Ritz. Its general idea
is simple enough. A complete set of functions is chosen, each function
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satisfying the same boundary conditions as f. The latter is supposed to
have the form

© = crug + CoUg + ... + Cpln, (3.%)

¢; being constant adjustable parameters. Substituting such an expres-
sion for f in the integral to be minimized one finds an expression for
the integral as a function of parameters c;. These parameters are then
determined so as to make the integral a minimum, the additional re-
lations between c¢; resulting from the normalization and orthogonality
conditions for f being taken into consideration.

When constructing the initial approximation of the wave functions, it
is expedient to generalize Ritz’s method replacing the expression (3.*) for
the function f, which is linear in the adjustable parameters, by such an
expression which contains them in a nonlinear way and permits us to take
into account the characteristic properties of the required function at r =
0 and r = co. According to the form of the variation equations, for small
r the function f;(r) behaves like 7/, [; being the quantum number of
this function. At r = oo, f;(r) behaves like a product of an exponential
exp (—f;r) with a power of r. The coefficient (; is related to the equation
parameter A but is not known to us beforehand. Furthermore, f;(r) with
the same quantum number [; must be orthogonal to each other. The
simplest form of a function with such properties is

filr)y = 7“”""16_5”'P(7")7 (3.1)

P;(r) being a polynomial of the lowest degree compatible with orthog-
onality conditions. Making use of these conditions as well as of the
normalization, all the coefficients of the polynomials P;(r) can be ex-
pressed in terms of the exponential coefficients 3;. The values of 3; thus
remain the only parameters adjustable, their number being equal to the
number of functions f;. The integration over r being performed, we find
for the energy, which is to be minimized, an expression in the form of a
rational function of the parameters (3;. Although this expression for W
will be complicated enough, the determination of 3; from its minimum
condition is quite feasible. The functions f;(r) thus constructed are fit
to be taken as initial approximation for numerical integration. Practice
has shown that the introduction of other constants, besides 3; (for ex-
ample, the increase of the degree of the polynomial P;(r)), renders the
calculations very complicated and laborious, and does not give any con-
siderable advantage in precision. Therefore it may be recommended to
vary the parameters 3; only.
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In order to illustrate the method of constructing the initial approxi-
mation given above, the calculations for the Li and Nat atoms will be
given.

The Li atom has only one core electronic shell, which consists of
two electrons and is described by a radial function f(r) with quantum
numbers ny = 1, I; = 0. The series electron is described by the function
f2(r) with arbitrary quantum numbers n and [; when [ = 0, the function
f2(r) must be orthogonal to fi(r). The energy of the Li atom, expressed
in terms of f1(r) and fo(r), has the form

W =T+ U, + Us, (32)

where T is the kinetic energy of the electrons

_ [T (dAN LR\ .
Tﬁ/o l(cli) +2(d;> 53 f3 | dr; (3.3)

U, the energy of the interaction of the electrons and the nucleus

° 3
v == [ e+ )lar (34)
0
and Uj the energy of the mutual interaction of the electrons
*<T1 1
Gr= [ |5R DR+ F) - R - 3 - R o
0

(3.5)
In the latter formula the coefficients Fj* have the meaning (1.4). In the
following we shall consider the case n = 2, [ = 0 only. According to
what has been said above, we shall write approximate expressions for
fi(r) and fa(r) in the form

fi(r) =are™";  fa(r)=b {r - %(a + ﬁ)r} e P (3.6)

Then the orthogonality condition will be satisfied identically and the
normalization condition gives

123°
o —af + (2
Substituting fi; and f5 in the expression for the energy and performing
the integration, we get

a® =403 b = (3.7)

62

1
T:a2+6ﬁ2+
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3 3 —23
U1:*601755+562m; (39)
Uy — 21 B 203 o a*B(3a + ) B
TR T @B atpP—af+ )
- 4o55 (3.10)

(a+pB)5(a® —af+3%)
The kinetic energy T will be a homogeneous function of the second
degree and the potential energy U; and Us will be a homogeneous func-
tion of the first degree in « and 3. Writing 6 = Aa, we have

T =a?p1()\); Uy +Us = —apa(N), (3.11)

1 and 9 being rational functions of .

Equating to zero the derivatives of the complete energy W = T+U; +
U, with respect to a and A, for the determination of these parameters
we obtain a system of two equations

2001 (A) = 92(N) =05 ap] — g3(A) = 0. (3.12)
Eliminating «, we have for A

1A
<P1(/\ 902(/\)

The root of this equation is A = 0.2846; the corresponding values of «
and 3 are

N
[\
S
o~
—~
>
N

=0. (3.13)

i

a=270; B=0.87. (3.14)

With these values of « and 3, the functions fi(r) and f2(r) will have
the form

fi(r) =887re™™:  fo(r) = 1.025(r — 1.19r%)e 087" (3.15)

and for the energy of the normal state of lithium we have, in atomic
units,
W =7.425a.u. (3.16)

This value can be compared with the experimental data. In order to
express it in volts, it is necessary to multiply it by twice the ioniza-
tion potential of the hydrogen atom, that is by a factor of 27.09. The
multiplication being performed, we obtain

W =—-201.1V. (3.17)
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On the other hand, the experimental value of the first ionization poten-
tial of the lithium atom is equal to 5.36 and of the second 75.28 volts,
whereas the energy of the twice ionized Li atom is equal to nine times
the ionization potential of the hydrogen, i.e., 121.90 volts. In summary,
we have

—(5.36 + 75.28 + 121.90) = —202.54 volts,

so that the theoretical value of the energy obtained by this rather crude
method agrees within 0.9 % with that observed.

Proceeding to the Na™ atom, let us write down the expression for its
energy. We have as before

W=T+U, +0s, (3.18)
where
(AR dfo dfs
r- | Kdr) n <dr) +3<dr) 2r2f3] (3.19)
Gi=- [ @+ £ v o (3.20)

>~ 1
Us= [ (5(2f2 + 53+ 62)(2FS" + B + 6F) - FEFY-
0

—f2F22 3 f2(F3B42F3) —2f1 fo FZt — 6 f1 fs F2Y —6 fo fa F2]dr. (3.21)

We shall seek the wave functions f1, fo and f3 in the form

Al = are™"s falr) = b | glat 02| ) = et

(3.22)
where the constants a, b and ¢, determined from the normalization con-
dition, have the values

a=2Va3; ,/ _fgi i c= ,/ (3.23)

The substitution of f into the expression (3.18) for W leads to a rather
complicated algebraic function of «, 3, 7. Equatmg to zero the partial
derivatives of W («, 3,) with respect to «, § and v we obtain for the
determination of these parameters a system of three algebraic equations.
These equations, in spite of their complicated form, are solved easily
enough. For this purpose a subdivision of the terms of the equations
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into primary and secondary terms, based upon the fact that g and =
are nearly equal and small in comparison with «, must be performed.
At first, the secondary terms are to be neglected. Taking then any
approximate values for two of the parameters, we can determine the
third from the corresponding equation. After repeating such calculations
several times, we obtain rather precise values aq, Gy and 7.

In order to verify the calculations, we write o = kayg, 8= kB , v =
k7o in the expression for W. The energy W will become a polynomial
of the second degree in k. This polynomial must be rendered minimum
by a value of k, which only slightly differs from unity. The nearness of k
to unity provides a check on the calculations. In such a way, we obtain

a=10.68; [=4.22; ~=3.49. (3.24)
For the approximate wave functions we shall have

fi =69.8047 10057

f3 =13.602(r — 4.967r2)e 4227,
f3 =26.276 %3497, (3.25)

The energy of the ionized atom of sodium, thus calculated, is

W = —160.9. (3.26)
This value can be compared with the value

W = —-161.8 (3.27)

calculated by means of more precise wave functions f; that were obtained
by numerical integration (Section 7).

The agreement is close enough. The comparison of the functions
(3.25) with the more precise solutions of the system of equations (see
Fig. 1) shows that in general these functions reproduce the character
of the solutions sufficiently well. At any rate they are good enough as
initial approximation. The field of the Na™ atom, which corresponds to
these functions, deviates only slightly from that obtained by Hartree.

Thus, the above-given variational method for constructing the initial
approximation of the wave functions proved correct. Besides that, it has
the advantage of leading to analytic expressions for the wave functions.
These expressions certainly afford a more precise approximation to the
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wave functions than those suggested before? and calculations of wave
functions by other methods when attaining the same precision were far
more laborious and time consuming.® It must be pointed out, however,
that such analytical expressions may be of use when only the general
character of the wave functions is of importance, as for instance in the
calculation of the energy. In other cases, especially in calculating the
doublet splitting, when the behavior of the functions in the vicinity of r =
0 is important, the approximation given by such analytical expressions
is quite insufficient.

4 On the Stability of the Process of Numerical
Integration

As was mentioned above, the principal condition for the applicability of
any process of numerical integration of differential equations consists in
its stability.

We shall consider a process of integration stable if a small change in
the solution at some point has no considerable influence on its successive
values and if this influence decreases as the integration proceeds. Other-
wise, when a change in an initial value produces a considerable and ever
increasing error, we shall consider the process unstable.

In order to illustrate the concept of stability let us consider the fol-
lowing example. Suppose we are integrating the equation

d?y

d? =Y

outward from x = 0 in the direction of increasing x. The process will be
stable if the integral sought for is of the form y = Aexp (x) + Bexp (—z),
(A # 0), and increases as x increases. But if we are looking for an
integral of the type exp (—x) which decreases as x increases, the process
will be unstable because the equation possesses a second integral, which
increases with x. Let us consider the latter case more closely.

Let y(0) = 1; ¢'(0) = —1 be the initial conditions; then the exact
value of the required function is y = exp (—x). Suppose that integrating
we have reached z = x; with errors Ay; and Ay} in the values of the

4L. Pauling, The Theoretical Prediction of the Physical Properties of Many Elec-
tron Atoms and Ions, Proc. Roy. Soc. A 114, 18, 1927; C. Zener, Analytic Atomic
Wave Functions, Phys. Rev. 36, 51, 1930; J. Slater, Atomic Shielding Constants,
Phys. Rev. 36, 57, 1930; Analytic Atomic Wave Functions, Phys. Rev. 42, 1932.
5J. Sugiura, Phil. Mag. 4, 495, 1926.
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function and its derivative, respectively, that is to say, we have
yl = eiml + Ayl,

yp=—e "+ Ayl

Even if the following integration could be carried out with ideal precision,
we should obtain instead of y = exp (—z) the function

y=ew |14 BB o] | AN T A e,
2 2

The last term in this expression increases indefinitely, no matter how
small Ay; and Ay; might be (if only by chance we shall not have Ay, +
Ayj = 0), whereas the exact value of the required function decreases.
Therefore the error will quickly surpass the exact value of the function
and we shall have a function which has nothing in common with the
exact one.

This example proves that stability is quite an indispensable condition
in order that the process of integration be applicable.

It is evident from the preceding discussion that stability will take
place when of all the integrals of the given equation or system of equa-
tions the required integral is that most rapidly increasing or most slowly
decreasing when integration proceeds in the given direction. On the
contrary, if there exists a single integral that increases more rapidly or
decreases slower than the one sought for, the process will be unstable
and, consequently, inapplicable.

In the discussed example of the equation y” = y the stability may be
attained by integrating inward. The same way will be appropriate in the
general case of a linear homogeneous differential equation of the second
order. When an integral which decreases as x increases is required, one
may proceed as follows. Calculating from the asymptotic expression the
values of the function and its derivative for a sufficiently large value of x
the integration can be carried out inward up to a certain point zg near
the largest maximum of the modulus of the function.

In the remaining interval the integration is carried out outward, i.e.,
from = = 0 in the direction of increasing values of x. No difficulties bound
up with instability will arise, except in the case of a function with many
zeros within the interval of integration. In the latter case the error may
increase considerably and in order to avoid it, it is necessary to adopt
other methods.® The function obtained by integrating outward from

6See, e.g., V. Fock, DAN 1, 241, 1934 ([34-2] in this book).
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x =0 up to x = z¢ will differ from that obtained by integrating inward
by a constant factor. The value of this constant can be determined by
comparing solutions at z = zyp. We shall return to this question in
Section 6.

The reversal of the direction of integration is of use not only in the
case of one linear homogeneous equation of the second order, but also in
one important particular case of an inhomogeneous equation. This case
arises when the integral sought for is of the same character at one of
the ends of the interval as the right-hand side of the equation (the term
independent of the function and its derivative), and at the other end may
not satisfy the boundary condition. Then the integration begun from
that end of the interval on which the boundary conditions are satisfied
will be stable. But the inhomogeneous equation of the general type, as
well as a system of equations, cannot be solved in this way. Indeed,
a system of the type (2.1) possesses solutions that behave at infinity as
exp (—G;r), B; being different for different solutions. The inhomogeneous
equation of the form (2.3) possesses not only the solutions of the same
character as the solutions of the homogeneous equation, but also such
as the term w(r). Therefore, there exists generally an integral which
increases in the given direction more rapidly than that sought for and
makes the process unstable.

It is necessary therefore to reduce all the calculations to the solution
of homogeneous equations and of the particular type of inhomogeneous
equation for which the integration is stable. This will be attained, as
was shown in Section 2, by reducing, first, the solution of the system
to the solution of separate equations of the types (2.3) and (2.2) and
by applying then a method based on the properties of the generalized
Green’s function to the solution of the inhomogeneous equation (2.3).
This method will be discussed in the following section.

5 Properties of the Generalized Green’s Function
and Its Construction

Let us rewrite equations (2.2) and (2.3) omitting the suffixes of the func-
tions and coefficients for simplicity:

L Q-2 =0 (5.1)
2
—C% +Q(r)f = \f =w(r). (5.2)
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The function w(r) in this equation is defined by (2.4); this function is
known from the preceding approximation and is orthogonal to f/. Our
aim is to solve equation (5.2).

Let us denote by L(f) the operator

un=-g (P0g) +ams (5.3

If we take P(r) = C, oquations (5.1) and (5.2) may be written as
L() — X1 = 0 (5.0
L(f) - XF = wlr). (5:5)

Let y1(r) and y2(r) be those solutions of the equation
L(y) = Ay = F°(r) (5.6)

that satisfy the following conditions. The solution y; () must satisfy the
boundary conditions at 7 = 0; at » = co it can be infinite. The solution
y2(r) must satisfy the boundary conditions at r = oo and may not satisfy
them at r = 0.

It must be emphasized that the process of constructing the functions
y1(r) and yo(r) by numerical integration is stable.

The functions y;(r) and yo(r) are defined by these conditions only
up to an additive term of the form af°(r). In order to determine them
uniquely it is convenient (in the case of the equation of the type consid-
ered) to impose additional conditions upon them by requiring that

- yi(r)
i o)

= 0; (5.7)

/ Yo () fO(r)dr = 0. (5.8)
0
These conditions are of course not indispensable. The difference

ya(r) — o (r) =Y(r) (5.9)

is, obviously, such a solution of the homogeneous equation (5.4) that sat-
isfies the boundary conditions neither at » = 0 nor at » = co. According
to the properties of a solution of a homogeneous equation, the quantity

ar°
dr

ay

D=P(r)|f'(r)—— - Y(r)

b= (5.10)

© 2004 by Chapman & Hall/CRC



34-1 On the numerical solution of ... 299

is constant. We shall show that this constant is
D= [ 1rw)ar (510°)
i.e., is unity if f° is normalized. To establish the interference, it must
be noticed that for any function y we have identically
1 d dy
L(y) = \Ny=———— |Pf'-= —
() Y fo(r) dr [ / dr
Substituting y = 31 and y = y2 and making use of (5.6) we obtain

df°

0
(P ) —rep (-1 s

Hence, owing to the boundary conditions, we infer that

0 o0
<f0dy2 262;):/ [f0]2d7“

O e (5.13)

Subtracting the two equations, we obtain (5.10). In terms of the func-
tions y1 (1), y2(r) and f,(r) the generalized Green’s function can be ex-
pressed as follows:

G(r,r") = y(r)fo0r") + 2 (r') fO(r), if r<1/;
G(r,r') = y1(r") fOr) + yo(r) fO(r"), if r>1'.

This function is symmetric in 7 and 7/, is continuous and at every point,
except for r = 7/, satisfies the equation

L(G) = A'G = fO(n) f°r") (r#1), (5.15)

and at r = r’ the quantity P(T)% has a discontinuity

(‘”) _(f’G> —D=1 (316
or r=r'40 or r=r'—0

Properties (5.15) and (5.16) of the function G may be written in the
form

(5.14)

P(r")

L(G) = X°G = fo(r) (") — 6(r — 1), (5.17)
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d(r — ') being the Dirac improper delta-function. Indeed, integrating
the left-hand side of (5.17), we have

r'+e r'+e
lim [L(G) — \°Gldr = — lim d (PdG) dr =

e—0 [/, e—=0 J,/_o dr dr

(). () -
or r=r'40 or r=r’'—0

The inference of (5.17) is at once established by noticing that accord-
ing to the fundamental property of the §-function the right-hand side of
(5.17) provides the same value. Functions y;(r) and y2(r) being deter-
mined apart from an additive term of the form af°(r), the generalized
Green’s function will be determined apart from an additive term of the
form af°(r) fO(r"). The additive term may be chosen so that G(r,r’) will
be orthogonal to fO(r’) identically in r. Let

= —P(r)

Qr) = /000 G(r, ") fO(r")dr'. (5.18)

Substituting its expression for G, we have

) =) [ (6P +ntr) [0 P+

20 | [ remea+ [T e 69

Multiplying both sides of (5.17) by fo(r')dr’ and integrating over r’ we
obtain in virtue of (5.18)

L(Q) -\ =0, (5.20)

i.e., the function Q(r) satisfies the homogeneous equation. Since Q(r)
satisfies the boundary conditions also, we have

Q(r) = AfO(r). (5.21)
In order to determine the constant A we can make use of the identity
y2(r) / FO(r)Pdr + yu(r) / [0 2dr’ =
0 T

= P0P6) (0% - %), (5:22)
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which follows from (5.13). Substituting (5.22) into (5.19) and equating
o (5.21) we obtain

A= /0 O dr! —|—/T Or"dr’ 4+ P(r) (ylily: — nyf) . (5.23)

Differentiating, it is easy to verify that the right-hand side of (5.23) is
constant. It may be easily proved that, provided the conditions (5.7)
and (5.8) are satisfied, the expression for A vanishes. We shall have,
consequently,

/ G(r,»") f2(r")dr" = 0. (5.24)

The validity of this identity, provided the conditions (5.7) and (5.8) are
satisfied, results directly from (5.21) and (5.9).
By means of the generalized Green’s function constructed above, we

can write the particular solution z(r) of the inhomogeneous equation
(5.5) in the form

= /000 G(r,r"w(r")dr', (5.25)

or more explicitly

) =y2(r FOO)w(r)dr' + ya (r Forw(r)dr'+
i Jh

1 f0 {(r) /O 1 (7w (r)dr’ + / h yg(r’)w(r’)dr’] (5.26)
In virtue of

/O h e w(r)dr =0 (5.27)

the particular solution obtained is orthogonal to fo(r) independently of
the conditions (5.7) and (5.8). Indeed, according to (5.25), we have

_ /OOO 2(r) fO(r)dr! = /OOO/OOO Glr, ") O (1) )drdr! =
= [T arerar =4 [T Peeea =0 529

This property of the particular solution provides a close check on the
calculations. Owing to the same identity (5.27) we have

/T P w()dr' = — /Oo FOrw(r)dr! (5.277)
0 T
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and, consequently, it is sufficient to evaluate only three of the four inte-
grals involved in (5.26). The general solution of (5) has the form

Fr)==(r) + Af°(r), (5.29)

the arbitrary constant A being determined from the normalization con-
dition or from the conditions of orthogonality of f(r) to a given function.

In order to illustrate the formulae given in this section the following
analytical example may be of use. Let

L(y) = —d% (r;lff) + (Z - ;) g A’ =0. (5.30)

As limiting conditions the requirement is imposed that the solution must
be finite at 7 = 0 and must decrease as r — oco. We may write

T T et — 1 T
Fry=e5 nlr) :6’5/ 6 At ya(r) = e = (logr +7),
0
~ being the Euler constant (v = 0.5772156649). Then the conditions
(5.7) and (5.8) will be satisfied and for the Green’s function constructed
according to (5.14), the expression (5.18) will vanish identically.

6 Comments on the Numerical Integration of
Equations

In previous sections it was shown how the solution of the inhomogeneous
equation (5.5) can be constructed by means of the solutions of the corre-
sponding homogeneous equation (5.4) and the equations (5.6). Methods
of numerical integration of such differential equations are known. The
best are those devised by Adams and Stérmer” and Cowell’s method,
developed by Hartree.® The first (Adams—Stormer’s method) is very
convenient when applied to the second-order equations with the first
derivative absent, but in the case of the reduction to a system of first-
order equations, the Cowell method is preferable. An account of the
methods referred to may be found in the papers just quoted; here we

7E.T. Whittaker and G. Robinson, The Calculus of Observations, 1928.

8D.R. Hartree, A Practical Method for the Numerical Solution of Differential
Equations, Mem. and Proc. Manchester Lit. and Phil. Soc. 77, 91, 1933. We are
much indebted to Professor Hartree for having kindly sent us in 1931 a typewritten
manuscript that contained the main part of the results of his paper just quoted.
(Authors)
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should like only to emphasize the convenience of small intervals and of
such a scheme of integration in which the differences tabulated as the
work proceeds could provide a close check on the numerical work.

In Section 4 it was pointed out that in order to make the process of
numerical integration stable, the integration must be carried out outward
from r = 0 and inward from r = oo to some intermediate point. But for
the equation of the type considered the ends of the interval of integration
are singular points. Therefore in the vicinity of » = 0 and for sufficiently
large values of r it is necessary to look out for solutions in series.

Let us consider the determination of such power series. Let us take
the homogeneous equation which corresponds to the series electron wave
function. It may be written in the form

Pf i+ ? LoV (r) — 2| £ (6.1)

dr? r2

For any value of A, equation (6.1) possesses a system of two linearly
independent integrals fy and fo,, the first of which, fy, satisfies the
boundary condition at r = 0 and the second f, at r = co. The charac-
teristic values of (6.1) are determined as such values of A for which the
two solutions fy and f (apart from an arbitrary multiplying constant
in each) are the same. It is necessary therefore to determine fy and foo,
for different (trial) values of A\. The considerations by which one may be
guided in the choice of these trial values of A will be stated below; until
then let us consider the values of A\ as assigned.

The function V (r) is usually given only as a tabulated function (from
the initial approximation). Using this table, it is possible to construct
such a polynomial of a degree not higher than the fourth, that it repro-
duces the behavior of V(r) for small r (for instance, up to r = 0.02).
Then, by means of the method of undetermined coefficients we can ob-
tain for fo(r) an expansion of the form

fo(r) = 4 arr™*? 4 agr'™3, (6.2)

It is convenient to take the coefficient of the lowest power of r equal to
unity. This expansion enables us to obtain a set of initial values (for
instance, four values) of fy(r) to begin the numerical integration. It
must be noticed that practically the initial values of fo(r) are almost
independent of A (within a certain range of ) and, consequently, it is
possible to use the same initial values of fy(r) for different A.

In order to start a table of fo.(r) we have to compute some initial
values by means of an asymptotic expression of this function, which can
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be obtained as follows. The asymptotic expressions of the coefficients
F*(r) are of the form

Cik

Fibr) = TS%) (T%wk_ge—(mm)r) 7 (6.3)
where 1 00

ik _ - 3 4

=5 +1 /0 fi(r) f(r)rdr, (6.4)

and «; and f; are constants involved in the asymptotic expressions of
the functions f(r):
fi(r) = Myr<ie A,

Therefore V(r) will have as asymptotic expression a polynomial in %:

N K
Vir)y2Z—+ ...+ — 6.5
(=>4t (6.5)

the difference between V(r) and the polynomial on the right-hand side
of (6.5) decreasing at r — oo faster than any finite power of L. The
coefficients N, ...., K in (6.5) are known,? being obtained from the in-
tegrals (6.4) which are evaluated for the initial approximation of f;(r).
Thus, the asymptotic expression of the coefficient of f in (6.1) may be
considered to be known. The inferior limit of the range of validity of this
asymptotic expression can be settled by comparison with the tabulated
values of the coefficient.

The substitution of expression (6.5) for V(r) in (6.1) being performed,
we may write this equation in the form

f (ﬁ2 6+...+2K) 1, (6.6)

dr? rk

where 7N
— Voo a=2 N
p V=2

The asymptotic expression for the solution of this equation will have the
form

(6.7)

foo =€ (1 +2 + 2. ) (6.8)

the coefficients ¢y, co being determmed from a recurrence formula that
we obtain by substituting (6.8) in (6.6). It is convenient to take the

9The number N is an integer equal to the charge of the screening electronic shells
(in the equation for the series electron N = Z — 1).
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coefficient of the highest power of r in f., equal to unity. Usually the first
terms of (6.8) decrease sufficiently fast for such values of r only, which
exceed considerably the inferior limit of the range validity of formula
(6.5). The initial values of fo(r) are obtained from formula (6.8); for
smaller r the values of fo(r) are found by numerical integration.

The initial values of the solutions y; (r) and y2(r) of an equation of the
type (5.6) are obtained analogously. For the function y;(r) the integra-
tion is carried out outward from r = 0 and for y2(r) inward from r = occ.
If we assume the parameter A in (6.1) to be equal to its characteristic
value, the normalized solution f9(r) of the homogeneous equation will
be connected with the functions fo(r) and f () by the relations

Fo(r) = Bofo(r) = Bor't' + ... ; (6.9)
fO>r) = Boo foo (1) = Boge ™ PTr(1 4 ... ). (6.10)
Equation (5.6) becomes

1d%y (l+1) B % FV(r) )0 y = fo(r). 6.11)

2 dr? 212

Substituting the expression (6.9) in the right-hand side of this equation
and making use of the condition (5.7) we obtain for y;(r) an expansion

of the form
Bo

yi(r) = 20+3

which is to be used for the calculation of the initial values of this function.

For computation of the initial values of yo(r) for sufficiently large r

we can use its asymptotic expansion, which will differ from that of f.o

only by involving logarithmic terms. For large r the equation for ys(r)
has the form

A2y, , 2ap 2K . a1
= — T+ T e = Booe (14— ... ). (6.1
= (ﬁ et e e r(+r+ ). (6.13)

+3 T

T s (6.12)

The right-hand side of this equation being a solution of the homogeneous
equation, we infer easily that the asymptotic expansion for yo(r) has the
form

«

yQ(T) = Boo@

1 dy d
foo(r)logr + Booe_ﬁrr‘”lg <1 + 71 + r% + .. ) .

(6.14)
The constant d; remains indeterminate; it may be taken equal to zero.
The constants ds, d3 are expressible in terms of d; and of the coefficients
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of the equation. For their determination, recurrence formulae may be
easily constructed.

As a check on the calculation of y;(r) and yo(r) formula (5.9) and
(5.10) can be used.

In the preceding consideration the parameter A in (6.1) was supposed
to be given. Let us now consider how to determine this constant from
the condition of the existence of a solution of equation (6.1) satisfying
the boundary conditions, that is, how to determine the characteristic
values of the equation.

Proceeding from the initial values obtained from (6.2) and (6.8), we
can find, by means of numerical integration, the functions fy(r) and
foo(r) for every value of A and construct the Wronskian

dfo dfss

Joe 1) 52 = folr) 22

. = D). (6.15)

It will be a function of A only and independent of r (the latter may be
used as a check on calculations). Values of A for which D(A) = 0 are
characteristic values of the equation. Having calculated D()\) for some
values of A, the required one may be found by interpolation, the most
convenient independent variable being not A itself, but the quantity

Z

V= —— 6.16

— (6.16)

or any expression proportional to it.
In order to be able to discuss the general character of the function

D()\) = D*(v), (6.17)

let us construct its analytic expression for the case of hydrogen-like ions,
the screening potential V(r) in (6.1) being then equal to zero. The
calculation affords

L T@A1) v
D' =i =y (ﬁ) -
1 v\t
= —sin(v = )0(v — T(20 +2) (ﬁ) . (6.18)

In this particular case the roots of D*(v) will be
1% :l—|—1, 1] :l+2, . (619)

In the general case V(r) # 0, the function D*(v) will have the same
character qualitatively, that is to say, D*(v) > 0 when v < vy ; D*(v) < 0
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when 11 < v < 1o, and so on. This provides the possibility of judging
in what direction v (or A ) must be changed. Assume that we look for
the second root (¥ = v3), and for the value of v = 1/ taken (which we
suppose to be near 1) we have obtained D*(v') = D’ > 0); then we must
diminish v. Suppose further that for the diminished value v+v" we have
obtained D*(v") = D" < 0. We may use then the linear interpolation
and take JD D

V" —Dr D (6.20)
as the next approximation. The linear interpolation is valid here, for D*
is nearly linear in v within the limits considered. As the first approxi-
mate value of A\ we may take the result of the substitution of the initial
approximation to f in the expression

1= (df\? >Ni+1) Zz
)\25/0 (d{“) dr—|—/o [(2_:2)—T+V(r) fAdr, (6.21)

which is obtained from the equation.

The method of determination of the characteristic values developed
above is theoretically simpler and in practice more convenient than the
method of comparing the logarithmic derivatives of fy and f. in an
arbitrary chosen point, used by Hartree. It provides the possibility of
determining precisely the characteristic value A after taking only a few
(usually three or four) trial values.

As was mentioned in Section 2, the integration of the homogeneous
equation and the construction of the functions y;(r) and yo(r) must be
carried out only once for each case, on including the differences of the
coefficients of the equation for every successive approximation in the
right-hand side of the equation.

7 Some Numerical Results for Sodium

Some results of the calculation for the Na atom that were carried out
by M.L. Petrashen, together with A.R. Krichagina, will be given in this
section.

Equations for core-electron wave functions fi(r), fo(r) and f3(r) of
the Na atom are given in Section 1 (formulae (12a), (12b), (12¢)). The
initial approximation to these functions was found by the Ritz method
developed in Section 3. Analytical expressions of approximate functions
fi(r), f3(r) and f5(r) are given in the same place (formula (3.25)). In
Fig. 1 the curves of f versus r are drawn by a broken line. The curves
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for the final approximations for these functions, obtained by the method
of numerical integration given above, are drawn on the same Fig. 1 by
a solid line, and the values of these functions are given in Table 1 (the
first three columns). The quantities o; defined in Section 2 (formula
(2.10)), the values of which provide an estimation of the quality of the
approximations for the final approximation, turned out to be

o1 =2 0.0005; o9 =0.0025; o3 =0.0021.

For the first approximations they were several thousand times larger, so
that their values provide a very sensitive estimation for the precision of
the solution of (3.12). The values of the X-ray terms E; connected with
the parameters \; by the relations
Bi=3hi Ba=3ha g

are given in Table 7, where the experimental values of X-ray terms are
also given. A good agreement could not be expected, however, as men-
tioned in Section 1.

Seven coefficients that correspond to the core electrons are given
in the first seven columns of Table 3 and are plotted in Fig. 5. The
screening potential is given in the last column of Table 3. In Fig. 10
this potential V' (r) (upper solid line) is compared with those of Hartree
(dotted line) and Fermi (lower solid line). The latter was computed not
for a ion, but for a neutral atom. In Table 3 every coefficient is tabulated
up to such a point at which its asymptotic expression, given below the
respective column, becomes valid.

Values of separate parts of the expression of the energy of the ionized
Na atom are given in Table 8.

It is interesting to find out what part of the whole energy of the atom
is formed by the energy of the quantum exchange. Strictly speaking, for
this purpose it would be necessary to compare the expression of the
energy without quantum exchange terms computed by means of Hartree
functions with the expression of the energy, quantum exchange terms
included, computed by means of our functions. But having no Hartree’s
functions, we were able only to compare these expressions calculated by
means of our functions. In the expression

Up = U+ Uy

for the mutual electron potential energy, the additive term Uj results
from quantum exchange. This term turns out to be 2.05, while the total
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energy is —161.8. Thus the quantum exchange energy gives only 2%
of the total energy value and is, consequently, of no great importance.
On the contrary, in the differences of the energies (optical terms) the
correction on the quantum exchange is very important.

In Table 7 the term values for all states n; considered are given. The
first column contains the experimental values and the second the char-
acteristic values of the integro-differential operator. The characteristic
values \° of the corresponding homogeneous differential equation are
given in the third column. By comparing these quantities we see that
for term values the quantum exchange correction is of great importance.
While A\° differs from the observed term value by as much as 10 to 20%,
the corresponding deviation for the integro-differential equation does not
exceed 2%, which is a rather satisfactory result.

The wave functions for different states of the series electron are given
in the last two columns of Table 1 (states 3p and 3;) and in Table 2
(states 4¢ and 4;) and are plotted in Fig. 2 and Fig. 3, respectively.

It may be of interest to compare the solution of the integro-differential
equation (1.16), which takes the quantum exchange into consideration,
with the solution of the homogeneous differential equation obtained by
the omission of the integral operator which describes the quantum ex-
change. In Table 6 and Fig. 4 such a comparison for the function f
when n = 3, = 1is given. The difference between f{ and corresponding
solution f; of the integro-differential equation is very considerable.

The coefficients F{* for the considered states of the series electron
are given in Table 4 and Table 5 and are plotted versus r in Figs. 5, 6,
7 and 8.
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Table 1.
r fi fe f3 fa fa
(n=3,1=0)|(n=3,1=1)

0.00|0.0000| 0.000 |0.000 0.0000 0.0000
0.02]1.1288| 0.270(0.014 0.0463 —0.0013
0.04|1.8154| 0.427|0.051 0.0731 —0.0046
0.06{2.1925| 0.4990.104 0.0854 —0.0093
0.0812.3568 | 0.509|0.166 0.0868 —0.0149
0.10(2.3778 | 0.474|0.235 0.0804 —0.0210
0.122.3055| 0.407|0.307 0.0685 —0.0274
0.142.1755| 0.317|0.380 0.0529 —0.0338
0.162.0127| 0.214]0.4511 0.0347 —0.0402
0.18]1.8344| 0.103|0.5203 0.0149 —0.0462
0.20]1.6530 | —0.012 | 0.5863 —0.0053 —0.0520
0.22|1.4754| —0.126 | 0.6485 —0.0252 —0.0574
0.24]1.3071 | —0.238 | 0.7066 —0.0444 —0.0623
0.26 | 1.1508 | —0.346 | 0.7602 —0.0630 —0.0669
0.28|1.0080 | —0.447 | 0.8092 —0.0803 —0.0709
0.30]0.8791| —0.542 | 0.8536 —0.0962 —0.0745
0.32]0.7638 | —0.630 | 0.8934 —0.1108 —0.0776
0.34]0.6615| —0.710 | 0.9286 —0.1244 —0.0803
0.36 [0.5714 | —0.783 | 0.9596 —0.1356 —0.0825
0.3810.4924 | —0.848 | 0.9864 —0.1456 —0.0843
0.40(0.4236 | —0.905 | 1.0094 —0.1542 —0.0858
0.45|0.2886 | —1.020 | 1.0506 —0.1694 —0.0876
0.50{0.1961 | —1.095 | 1.0723 —0.1765 —0.0874
0.55(0.1328 | —1.138 | 1.0780 —0.1769 —0.0854
0.60{0.0903 | —1.155 | 1.0705 —0.1719 —0.0819
0.65]0.0617 | —1.150 | 1.0529 —0.1621 -0.0771
0.70(0.0424 | —1.130 | 1.0274 —0.1484 —0.0714
0.75]0.0294 | —1.098 | 0.9959 —0.1321 —0.0648
0.800.0205 | —1.056 | 0.9600 —0.1134 —0.0575
0.85]0.0144 | —1.010 | 0.9210 —0.0932 —0.0497
0.9010.0104 | —0.959 | 0.8799 —0.0716 —0.0414
0.9510.0075 | —0.906 | 0.8379 —0.0489 —0.0327
1.0 |0.0051|—0.852|0.7962 —0.0260 —0.0237
1.1 |0.0014|—0.746 | 0.7131 0.0204 —0.0050
1.2 {0.0000 | —0.645 | 0.6337 0.0667 0.0142
1.3 — | —0.554|0.5587 0.1117 0.0338
1.4 — | —0.472]0.4900 0.1548 0.0536
1.5 — | —0.401]0.4278 0.1955 0.0734
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Table 1 (continued).

T i f2 f3 fa fa
(n=3,l=0)|(n=3,1=1)
1.6 |0.0000 | —0.339 | 0.3719 0.2336 0.0931
1.7 — —0.285(0.3220 0.2691 0.1126
1.8 — —0.240(0.2777 0.3019 0.1318
1.9 — —0.201|0.2380 0.3320 0.1506
2.0 — —0.168 | 0.2050 0.3592 0.1691
2.2 - —0.118 10.1493 0.4060 0.2047
2.4 — —0.082(0.1076 0.4429 0.2378
2.6 — —0.0580.0773 0.4709 0.2684
2.8 — —0.042 | 0.0549 0.4908 0.2964
3.0 — —0.030|0.0388 0.5036 0.3215
3.2 — —0.021(0.0273 0.5103 0.3438
3.4 — —0.015(0.0191 0.5116 0.3631
3.6 — —0.0100.0134 0.5082 0.3796
3.8 — —0.006 | 0.0095 0.5010 0.3933
4.0 — —0.003 | 0.0065 0.4908 0.4043
4.4 — —0.000 | 0.0026 0.4639 0.4192
4.8 - - 0.0000 0.4294 0.4251
5.2 — — — 0.3921 0.4234
5.6 — — — 0.3535 0.4155
6.0 — — — 0.3149 0.4026
6.4 — — — 0.2780 0.3858
6.8 — — — 0.2432 0.3662
7.2 — — — 0.2110 0.3447
7.6 — — — 0.1820 0.3220
8.0 — — — 0.1561 0.2990
8.8 — — — 0.1133 0.2533
9.6 — — — 0.0810 0.2104
10.4 — — — 0.0571 0.1719
11.2 - — — 0.0399 0.1384
12.0 — — — 0.0275 0.1103
12.8 — — — 0.0189 0.0866
13.6 — — — 0.0129 0.0674
14.4 — — — 0.0000 0.0519
15.2 — — — — 0.0396
16.0 — — — — 0.0300
16.8 — — — — 0.0226
17.6 — — — — 0.0168
18.4 — — — — 0.0125
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Table 2.
Ja Ja fa Ja fa fa
r |(n=4|(n=4| r |(n=4,|(n=4,| r | (n=4, | (n=4,
1=0) | I=1) 1=0) | I=1) l=1) | I1=1)

0.00 | 0.0000 |0.00000 || 0.85|—0.0423| 0.0283 || 6.4 | —0.1616 | —0.0534
0.02| 0.0220 |0.00077{0.90|—0.0322| 0.0231 || 6.8 | —0.2022 | —0.0189
0.04| 0.0335 |0.00282(/0.95|—0.0216| 0.0177 || 7.2 | —-0.2379| 0.0161
0.06 | 0.0392 |0.00569 || 1.0 | —0.0107| 0.0121 | 7.6 | —0.2683| 0.0506
0.08| 0.0399 [0.00913 | 1.1 | 0.0112 | 0.0007 | 8.0 |—-0.2936| 0.0843
0.10| 0.0369 | 0.0129 || 1.2 | 0.0331 |—0.0111| 8.8 | —0.3290| 0.1463
0.12] 0.0314 | 0.0168 || 1.3 | 0.0542 |—0.0228 9.6 | —0.3462| 0.1993
0.14| 0.0242 | 0.0207 || 1.4 | 0.0744 | —0.0346| 10.4| —0.3484 | 0.2415
0.16| 0.0159 | 0.0246 || 1.5 | 0.0933 |—0.0463 | 11.2| —0.3389| 0.2727
0.18| 0.0070 | 0.0283 || 1.6 | 0.1109 | —0.0578| 12.0| —0.3211| 0.2934
0.20 | —0.0023 | 0.0318 || 1.7 | 0.1270 | —0.069112.8| —0.2977| 0.3044
0.22|—0.0114| 0.0350 || 1.8 | 0.1416 |—0.0801| 13.6|—0.2711| 0.3072
0.24| —0.0203 | 0.0380 || 1.9 | 0.1547 | —0.0907| 14.4|—0.2433| 0.3031
0.26 | —0.0288 | 0.0408 || 2.0 | 0.1661 | —0.1010|[15.2|—0.2155| 0.2936
0.28 | —00368 | 0.0432 || 2.2 | 0.1845 | —0.1201{16.0 | —0.1888| 0.2800
0.30| —0.0442| 0.0454 || 2.4 | 0.1969 |—0.1373]/16.8|—0.1639| 0.2663
0.32—0.0509 | 0.0472 || 2.6 | 0.2035 | —0.1523|/17.6 | —0.1411| 0.2450
0.34 | —0.0570 | 0.0488 || 2.8 | 0.2048 | —0.165018.4 | —0.1205| 0.2255
0.36 | —0.0623 | 0.0501 || 3.0 | 0.2013 | —0.1754({19.2 | —0.1023 | 0.2058
0.38 | —0.0670| 0.0511 || 3.2 | 0.1936 |—0.1833] 20.0|—0.0863| 0.1863
0.40 | —0.0710| 0.0520 || 3.4 | 0.1819 | —0.1888] 20.8|—0.0725| 0.1674
0.45|—0.0781| 0.0530 || 3.6 | 0.1670 |—0.1920 | 22.4 | —0.0504 | 0.1327
0.50| —0.0815| 0.0526 || 3.8 | 0.1493 | —0.1929 24.0| —0.0347| 0.1028
0.55|—0.0818 | 0.0512 || 4.0 | 0.1292 | —0.1915]25.6| —0.0235| 0.0782
0.60 | —0.0794| 0.0489 || 4.4 | 0.0838 | —0.1826|27.2|—0.0156 | 0.0585
0.65|—0.0748 | 0.0458 || 4.8 | 0.0340 | —0.1664 | 28.8| —0.0103 | 0.0431
0.70 | —0.0685 | 0.0421 || 5.2 | —0.0174| —0.1442 || 30.4 | —0.0067 | 0.0312
0.75|—0.0607 | 0.0379 || 5.6 | —0.0681| —0.1171 || 32.0 — 0.0223
0.80 | —0.0519| 0.0333 || 6.0 | —0.1166 | —0.0865 || 33.6 — 0.0158
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Table 3.
Pwlik
r | Fg' | Fg? | F$ | FR | FY FP® F3 | V(r)
0.00|10.613|1.835[1.722[1.591 |0.000 | 0.000 |0.000 |35.228
0.02]10.348 [ 1.820 | 1.722 | 1.528 |0.062 | —0.010 |0.003 |34.668
0.04| 9.748 |1.786|1.721]1.384 |0.132 | —0.024 |0.009 |33.394
0.06| 9.010 |{1.744(1.720|1.208 |0.189 |—0.040 |0.016 |31.823
0.08| 8.242 [1.703]1.7181.029 |0.228 | —0.056 |0.025 |30.198
0.10| 7.505 |1.665 |1.716 | 0.8622 | 0.2554 | —0.072 [0.035 |28.636
0.12| 6.826 1.633|1.713]0.7132|0.2715| —0.088 |0.045 |27.196
0.14| 6.213 | 1.606 | 1.709 | 0.5842 | 0.2792 | —0.106 |0.055 |25.892
0.16 | 5.668 |1.583|1.704|0.4751 |0.2803 | —0.126 [0.065 |24.726
0.18| 5.189 |1.566 | 1.697 | 0.3841 | 0.2763 | —0.147 |0.074 |23.691
0.20| 4.767 |1.551 |1.688|0.3090 | 0.2687 | —0.167 |0.083 |22.764
0.22| 4.396 |1.539|1.678|0.2478 |0.2587 | —0.186 |0.092 |21.938
0.24| 4.072 |1.529|1.666 | 0.1982]0.2469 | —0.205 |0.101 |21.198
0.26 | 3.786 |1.520|1.653]0.1581|0.2341 | —0.222 |0.108 |20.530
0.28] 3.533 |1.512]1.638]0.1260|0.2210 | —0.237 |0.115 |19.918
0.30| 3.310 |1.504|1.622]0.1002|0.2078 | —0.251 |0.121 |19.359
0.32] 3.110 |1.496 | 1.605 | 0.0797 | 0.1949 | —0.264 |0.127 |18.841
0.34] 2.932 |1.487|1.587]0.0633|0.1824 | —0.274 |0.132 |18.359
0.36| 2.773 |1.477|1.569 | 0.0500 | 0.1705 | —0.284 [0.136 |17.914
0.38| 2.629 |1.467|1.549]0.0400 | 0.1593 | —0.291 |0.139 |17.486
0.40| 2.499 |1.456 | 1.530]0.0317 | 0.1487 | —0.298 |0.1414 |17.089
0.45| 2.221 |1.424|1.478]0.0179|0.1253 | —0.3082 | 0.1451 | 16.158
0.50 | 2.000 |1.387(1.424|0.0102|0.1059 | —0.3114 | 0.1455 | 15.317
0.55| 1.818 |1.346 | 1.370 | 0.0058 | 0.0901 | —0.3094 | 0.1433 | 14.545
0.60| 1.666 |1.302|1.315|0.0033 | 0.0771 | —0.3032 | 0.1392 | 13.828
0.65| 1.538 |1.257|1.262|0.0019 | 0.0666 | —0.2938 | 0.1338 | 13.162
0.70 | 1.428 [1.210{1.210]0.0011 | 0.0578 | —0.2824 | 0.1274 | 12.537
0.75| 0.000 |1.164 |1.161|0.0007 | 0.0507 | —0.2697 | 0.1205 | 11.957
0.80| — [1.118[1.113]0.0004 |0.0447 | —0.2564|0.1134|11.414
0.85| — [1.074]1.067]0.0002|0.0397 | —0.2427 | 0.1061 | 10.903
0.90] — ]1.031]1.024|0.0001 |0.0356 | —0.2291 | 0.0990 | 10.428
0.95] — 10.990|0.983|0.0001 | 0.0320 | —0.2158 | 0.0922 | 9.982
1.0 — ]0.951|0.944|0.0000|0.0289 | —0.2030 | 0.0856 | 9.567
1.1 — ]0.879]0.873| — [0.0240|—0.1792|0.0734| 8.815
1.2 — ]0.815/0.810] — [0.0202|—0.15800.0627 | 8.157
1.3 — 0.758(0.754| — ]0.0172|—0.1395|0.0536| 7.579
14| — ]0.707]0.704| — |0.0149|—0.1234|0.0457| 7.069
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Table 3 (continued).

leik

r | Fal| Fg? | F33 | F2| PP F33 F3 | V(r)
1.5 0.662 | 0.660 0.0130 | —0.1096 | 0.0391 | 6.619
1.6 0.6220.621 0.0114 | —0.0977 | 0.0335 | 6.219
1.7 0.586 | 0.585 — | —0.0874 | 0.0288 | 5.862
1.8 0.554 | 0.554 — | —0.0786 | 0.0248 | 5.542
1.9 0.526 | 0.525 — | —0.0709 | 0.0215 | 5.254
2.0 0.499 | 0.499 — | —0.0642 | 0.0187 | 4.994
2.2 0.454 | 0.454 — | —0.0533 | 0.0143 | 4.542
2.4 0.416 |0.416 — | —0.0449 | 0.0112 | 4.165
2.6 — ]0.384 — | —0.0383 | 0.0088 | 3.845
2.8 — |0.357 — | —0.0330] 0.0071 |3.570
3.0 — 10.333 — | —0.0288 | 0.0058 | 3.333
3.2 — 0312 - - 0.0048 | —
3.4 - - - 0.0040 | —

1 1 1 0.0293 | —0.2590 | 0.1560 | 10

" - - 0 2 2 3 T

T T T T T T
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Table 4.
n=3 1=0 Fik n=3 I=1
ro| Rt | R F 3t Fyt Fi F

0.00(0.267 |0.189 0.0000 || —0.0928 0.0000 0.0000 0.0000
0.020.257 |0.186 |—0.0012 || —0.0928 0.0000 | —0.0064 0.0001
0.040.232 |0.180 |—0.0027 || —0.0928 |—0.0001 |—0.0122 0.0005
0.06 [0.202 |0.173 | —0.0043 || —0.0928 |—0.0004 |—0.0168 0.0009
0.08]0.172 |0.166 |—0.0060 | —0.0927 |—0.0009 |—0.0203 0.0020
0.10(0.143 |0.1596 | —0.0078 || —0.0926 |—0.0019 |—0.0226 0.0034
0.12|0.1178|0.1541 | —0.0101 || —0.0923 | —0.0030 |—0.0240 0.0048
0.14|0.0959|0.1495 | —0.0129 || —0.0919 | —0.0040 |—0.0247 0.0066
0.16 [ 0.0774 ] 0.1458 | —0.0158 || —0.0913 |—0.0050 |—0.0247 0.0081
0.1810.0621|0.1427 | —0.0187 || —0.0906 | —0.0059 |—0.0243 0.0097
0.200.0495|0.1402 | —0.0215 || —0.08¢8 | —0.0068 |—0.02362| 0.0112
0.2210.0393 |0.1382 | —0.0242 || —0.0889 | —0.0074 |—0.02270| 0.0126
0.24]0.0311{0.1365 | —00267 | —0.0878 |—0.0081 |—0.02162| 0.0140
0.26 {0.0246 | 0.1350 | —0.0289 || —0.0866 |—0.0087 |—0.02047| 0.0152
0.2810.0194 | 0.1335| —0.0309 || —0.0853 | —0.0092 |—0.01929| 0.0162
0.30(0.0152|0.1321 | —0.0326 || —0.0839 |—0.0097 |—0.01811| 0.0172
0.32]0.0119|0.1307 | —0.0340 || —0.0825 |—0.0100 |—0.01695| 0.0180
0.34]0.0093]0.1292 | —0.0351 || —0.0809 |—0.0108 |—0.01584| 0.0186
0.36 {0.0072|0.1275| —0.0360 || —0.0793 | —0.0106 |—0.01478| 0.0191
0.3810.0057|0.1257 | —0.0365 || —0.0776 |—0.0107 |—0.01377| 0.0195
0.4 [0.0044]0.1238 | —0.03690 || —0.07582 | —0.01077 | —0.01284 | 0.01977
0.45]0.0024 | 0.1183 | —0.03680 || —0.07131 | —0.01071 | —0.01077| 0.01994
0.5 [0.0013]0.1120 | —0.03560 || —0.06668 | —0.01036 | —0.00907 | 0.01952
0.55 {0.0007 | 0.1051 | —0.03355 || —0.06204 | —0.00979 | —0.00769 | 0.01868
0.6 [0.0004|0.0978 | —0.03090 || —0.05747 | —0.00907 | —0.00656 | 0.01752
0.65 | 0.0002 | 0.0904 | —0.02788 || —0.05303 | —0.00824 | —0.00565 | 0.01616
0.7 10.0001|0.0830 | —0.02466 || —0.04879 | —0.00730 | —0.00491 | 0.01468
0.750.0000|0.0757 | —0.02137 || —0.04478 | —0.00645 | —0.00429 | 0.01316

0.8 — 10.0688 | —0.01813 || —0.04096 | —0.00555 | —0.00378 | 0.01164
0.85] — ]0.0623|—0.01498 || —0.03740 | —0.00467 | —0.00335| 0.01015
0.9 —  10.0562 | —0.01199 || —0.03409 | —0.00383 | —0.00299 | 0.00873
0.95| — ]0.0505|—0.00920 || —0.03102 | —0.00304 | —0.00269 | 0.00740
1.0 — 10.0453 | —0.00663 || —0.02817 | —0.00231 | —0.00243 | 0.00617
1.1 — 10.0362 | —0.00218 || —0.02317 | —0.00102 | —0.00201 | 0.00399
1.2 — 10.0287| 0.00138 || —0.01898| 0.00004 | —0.00169| 0.00221
1.3 — 10.0226 | 0.00415 | —0.01548| 0.00088 — 0.00078
1.4 — 10.0177| 0.00622 | —0.01259| 0.00153 — —0.00033
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Table 4 (continued).

n=3 1=0 Fik n=3 I=1

r |F3t| F3 F3 F3* Fi4 Fi4 F
1.5| — |0.0139]0.00771 || —0.01021 | 0.00201 — —0.00118
1.6| — |0.0108|0.00873 || —0.00826 | 0.00235 - —0.00181
1.7| — |0.0084|0.00938 || —0.0666 |0.00258 - —0.00226
1.8| — |0.0065 |0.00974 || —0.0537 |0.00271 - —0.00271
1.9 — |0.0051|0.00987 || —0.0431 |0.00277 - —0.00277
2.0| — [0.0039]0.00984 || —0.0346 |0.00275 — —0.00288
2.2 — ]0.0025]0.00942 || —0.0220 |0.00266 - —0.00294
24| — ]0.0015]0.00876 || —0.0139 |0.00245 - —0.00284
2.6 — ]0.0008|0.00800 || —0.0087 |0.00221 - —0.00267
2.8 — ]0.0004|0.00725 || —0.0053 |0.00195 - —0.00247
3.0] — ]0.0002|0.00653 || —0.0032 |0.00171 - —0.00226
3.2 — ]0.00010.00588 || —0.00019 | 0.00150 - —0.00205
3.4| — ]0.0000]0.00529 || —0.00011 | 0.00130 - —0.00186
3.6 — — 10.00477 || —0.00006 | 0.00113 - —0.00168
3.8 — — ]0.00431 || —0.00003 | 0.000982 - —0.00145
4.0] - — ]0.00391 || —0.00001 | 0.000855 - —0.00131
42| — —  ]0.00356 - 0.000746 - —0.00125
44| — —  ]0.00325 - 0.000652 - —0.00114
46| — - - - 0.000572 - —0.00104
48] — - - - 0.000505 — —0.00096

0.0629 0.0558 | —0.00243 | —0.00220

0 0 7“2 O 7.3 7.2 7,2
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Table 5.
n=4 1=0 Fik n=4 I=1

r Fo14 F024 F134 F§’4 F114 F124 F234

0.00/0.124 [0.0865 | 0.00000 |/0.0555 |0.0000 0.00000 | 0.00000
0.02]0.119 |0.0850 | —0.00025 ||0.0555 |0.0030 |—0.00020 |0.00020
0.04]0.107 |0.0820 |—0.00068 |/0.0554 |0.0070 |—0.00055 |0.00035
0.06|0.0933 |0.07884|—0.00128 |/0.0554 |0.0102 |—0.00090 |0.00063
0.0810.07925 [ 0.07563 | —0.00214 [|0.0554 |0.0124 | —0.00140 |0.00104
0.10|0.06610 | 0.07270 | —0.00322 || 0.0553 |0.0138 | —0.00215 |0.00151
0.120.05412 0.07017 | —0.00442 || 0.0552 |0.0147 |—0.00299 |0.00203
0.14|0.04436 | 0.06807 | —0.00577 || 0.0548 [0.0151 | —0.00390 |0.00256
0.16 | 0.03588 | 0.06638 | —0.00712 || 0.0545 |0.0151 | —0.00484 |0.00308
0.18{0.02884 | 0.06500 | —0.00848 || 0.0510 |0.0149 | —0.005773|0.00356
0.20{0.02305 | 0.06390 | —0.00979 |/ 0.0535 |0.01445 | —0.006680 | 0.00406
0.22]0.01836 | 0.06300 | —0.01103 || 0.0530 |0.01385 | —0.007541 | 0.00450
0.240.01458 | 0.06225 | —0.01217 || 0.05234 |0.01325 | —0.008342 | 0.004408
0.26 |0.01154 | 0.06158 | —0.01321 || 0.05158 | 0.01255 | —0.009073 | 0.005265
0.28 0.00911 | 0.06093 | —0.01414 || 005075 |0.01183 | —0.009718 | 0.005579
0.30]0.00717 | 0.06030 | —0.01490 || 0.04987|0.01111 |—0.01027 |0.005843
0.32]0.00562 | 0.05966 | —0.01555 || 0.04894 |0.01021 |—0.01075 |0.006056
034 |0.00441 | 0.05897 | —0.01607 | 0.04797 [ 0.009727 | —0.01113 | 0.006224
0.36]0.00344 | 0.05823 | —0.01646 || 0.04698 | 0.009078 | —0.01143 | 0.006347
0.38]0.00269 | 0.05740 | —0.01674 || 0.04595 | 0.008463 | —0.01164 | 0.006429
0.40|0.00210 | 0.05650 | —0.01690 || 004490 |0.007880 | —0.01179 | 0.006462
0.45|0.00114 | 005400 | —0.01685 || 0.04216 | 0.006600 | —0.01186 |0.006409
0.50 | 000062 |0.05112 | —0.01629 || 0.03934 | 0.005550 | —0.01158 |0.006178
0.55 | 0.00035 | 0.04795 | —0.01533 |/ 0.03653 | 0.004698 | —0.01104 | 0.005816
0.60 | 0.00020 | 0.04460 | —0.01410 || 0.03377 | 0.004008 | —0.01032 | 0.005362
0.65|0.00012 [ 0.04119 | —0.01270 [/ 0.03111 | 0.003448 | —0.009477 | 0.004849
0.70{0.00009 | 0.03779 | —0.01120 || 0.02856 | 0.002990 | —0.008569 | 0.004303
0.75(0.00007 | 0.03447 | —0.009673 || 0.02615 | 0.002615 | —0.007636 | 0.003747
0.80 | 0.00005 | 0.03129 | —0.008167 || 0.02389 | 0.002304 | —0.006709 | 0.003196
0.85 | 0.00003 | 0.02828 | —0.006715 || 0.02178 | 0.002044 | —0.005811 | 0.002663
0.90 | 0.00001 | 0.02547 | —0.005341 || 0.01981 | 0.001824 | —0.004957 | 0.002157
0.95 | 0.00000 | 0.02285 | —0.004060 || 0.01799 | 0.001638 | —0.004157 | 0.001681
1.0 —  10.02046 | —0.002878 || 0.01631 | 0.001478 | —0.003420 | 0.001242
1.1 —  10.01628 | —0.000834 || 0.01335 | 0.001220 | —0.002129 | 0.000473
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Table 5 (continued).

n=4 1=0 Fik n=4 I=1

r | Fot| F34 F34 F34 Fi4 F4 F34
1.2| — |0.0128450.000800 || 0.01088 - —0.001079 | —0.000152
1.3| — [0.010076 | 0.002061 || 0.00883 — —0.000250 | —0.000642
1.4| — |0.007866|0.002999 || 0.00714 - 0.000389 | —0.001014
1.5| — |0.006117|0.003668 || 0.00576 - 0.000871 | —0.001285
1.6| — |0.004741|0.004118 || 0.00463 - 0.001222 | —0.001472
1.7| — |0.003666 | 0.004395 || 0.00371 - 0.001470 | —0.001519
1.8| — |0.0028280.004536 || 0.00297 - 0.001636 | —0.001655
1.9 — |0.0021780.004573 || 0.00237 - 0.001738 | —0.001677
2.0] — ]0.001675 |0.004535 || 0.00187 - 0.001790 | —0.001688
2.2 — ]0.000987 |0.004306 || 0.00117 - 0.001794 | —0.001581
2.4| — [0.000580 |0.003971 || 0.000729 - 0.001716 | —0.001444
2.6 — [0.000340 | 0.003602 || 0.000450 - 0.001600 | —0.001289
2.8 — ]0.000200 | 0.003237 || 0.000275 - 0.001469 | —0.001133
3.0 — [0.000120 |0.002897 || 0.000173 - 0.001336 | —0.0009873
3.2 — ]0.000076|0.002592 || 0.000100 - 0.001209 | —0.0008556
3.4| — [0.000052|0.002321 | 0000059 — 0.001091 | —0.0007399
3.6 — ]0.000040|0.002085 || 0.000033 — 0.0009842 | —0.0006395
3.8 — [0.000032|0.001879 || 0.000021 - 0.0008887 | —0.0005534
4.0] — — 0.001699 || 0.000012 - 0.0008042 | —0.0004800
42| — - 0.001543 || 0.000007 - 0.0007302 | —0.0004174
44| — - 0.001407 || 0.000005 — 0.0006657 | —0.0003641
46| — - 0.001287 || 0.000004 - 0.0006091 | —0.0003189
48| — - 0.001182 || 0.000004 - 0.0005594 | —0.0002806
50| — - - - - 0.0005156 | —0.0002482

0.02723 0.001475 | 0.01289 —0.03103

0 O 7“2 0 7‘2 T’2 T3
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Table 6.
n=3 l=1
r f2 fa r £ Ja
0.00| 0.0000 | —0.0000|| 1.8|—0.0821]0.1318
0.04| —00093 | —0.0046 || 2.0|—0.0494|0.1691
0.08 | —0.0305 | —0.0149 || 2.4| 0.0175]0.2378
0.12] —0.0566 | —0.0374 || 2.8| 0.0835|0.2964
0.16 | —0.0838 | —0.0402 || 3.2| 0.1458|0.3438
0.20| —0.1097 | —0.0520|| 3.6| 0.2024]0.3791
0.24| —0.1332 | —0.0623 || 4.0| 0.2517]0.4043
0.28 | —0.1537 | —0.0709 || 4.4| 0.2932]0.4192
0.32| —0.1710 | —0.0776 || 4.8| 0.3266|0.4251
0.36| —0.1851 | —0.0825|| 5.2| 0.3520|0.4234
0.4 | —0.1964 | —0.0858 || 5.6 0.37000.4155
0.5 | —0.2142 | —0.0874|| 6.0 0.38120.4026
0.6 | —0.2208 | —0.0819|| 6.4| 0.3863|0.3858
0.7 | —0.2201 | —0.0714|] 7.2| 0.38140.3447
0.8 | —0.2147 | —0.0575|| 8.0 0.3614|0.2990
0.9 | —0.2062 | —0.0414 || 8.8| 0.3318]0.2533
1.0 |—0,1958 | —0.0237 | 9.6| 0.2972]0.2104
1.2 | —0.1713 | —0.0142 (| 10.4| 0.2608 |0.1719
1.4 | —0.1435 0.0536 || 11.2| 0.2250(0.1384
1.6 | —0.1136 0.0931(12.0f 0.1914(0.1103
Table 7.

ny Eexp E; A?

1lo| —39.4 —40.6 —

20| —2.16 —3.00 —

21 —1.04 —1.83 —

30| — 0.1888 —0.186 | —0.15795

31| —0.1115 — 0.1094 | —0.08895

40| —0.0716 — 0.0703 | —0.06422

4,1 —0.05095| —0.0501|—0.04386
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Table 8.
Energy of Na™

T Uy U;, | Uy w

162.1 | —387.5|65.66 | —2.05 | —161.8

A
\
2.0f
Ji
_____ -
1.0 SO f;
A
7 \\ =
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A4 N\ s===
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Fig. 1. Core electron wave functions.

(n=3)
J1=1)

0.0

6.0 8.0 10.0

Fig. 2. Series electron wave function.
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(n=4)

L/\ Si(=1)

Fig. 3. Series electron wave function.

L
03 /

0.1

0.2
0.3

Fig. 4. Wave function f; for n =3, 1 =1 and the solution of the
corresponding homogeneous differential equation.

0.5 1.0

Fig. 5. Coeflicients Fl“f for the core electrons.
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0.5 - 1.5 2.0

-0.051

Fig. 7. Coefficients Ff4 for state n = 3, { = 1 of the series electron.

0.05

Fig. 8. Coefficients Fj* for state n = 4, [ = 0 of the series electron.
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0.054

Fig. 9. Coefficients F/* for state n =4, [ = 1 of the series electron.

Fig. 10. The screening potential.
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34-2
An Approximate Representation of the
Wave Functions of Penetrating Orbits

V.A. Fock

Presented by Academician S.I. Vavilow 21 January 1934

DAN 1, N 5, 241, 1934
TOI 10, N 96, 1, 1934

Let us denote Ry (r) the radial wave function of the valence electron in
an atom and let f (r) denote the function f (r) = rRy; (r). If we neglect
the quantum exchange forces, the function f (r) satisfies the differential
equation

h2

d2f+{2m {E+Z€2_V(r)}—l(l;gl)}f=0 (1)

dr? r

and the normalization condition
JARVICI @)
0

The aim of the present article is to give an approximate representa-
tion of the function f (r) for the case when the principal quantum number
is very big and the azimuth quantum number [ is finite or equals zero.!
We set

nn =22+ Z25ve] mo--t2 @

B2 r2

The coefficient at f in eq. (1) will be equal to p (r) = p1 (1) +p2 (1) . We
denote as 71 the root of the function p; (r), which will be approximately

equal to ry = —%. For r < ry, the function is p; (r) > 0 and for r > r;
itis py (r) < 0. For r <ry, we set

v= [ Vo, m= [ Vo @, (1)
| I

LIf the numbers ! and n — [ — 1 are both big, one can apply a somewhat modified
Lanczos method [1].
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and for r > rq, we introduce a new variable

e~ [ Vi (5)
Further, we set

frir)=A % Vaday (2) (6)

and show that when r is less than 71, but is not too close to ri, the
function f* satisfies the equation which differs a little from (1). The
equation for f* has the form

d2f*
dr?

+[p1 () +p3 ()] 7 =0, (7)

where p7 (r) has the previous value and pj (r) is equal to

p;(r){4z(z+1)+ﬂ (i‘;f) —%-ﬁ, (8)
with 1 d
Sz—zdflnpl( r). (9)

When r is not too small, the main term in the coefficient at f* in (7)
is p1 (r) and it is the same term as in the exact equation (1). For very
small values of r, we have

wZQW \[( %V(%)e;EJr...), o)
E

1 V(O)

from where, due to (8), we get

I1+1) 2V(0)—E 1(l+1)
72 +3 Ze? r +

Py (r) = =

Thus, when [ # 0, the function pj (r) has the same singularity at
r =0 as p2 (r) and for [ = 0 the quantity p} (0) remains finite. Hence,
eq. (7) differs very little from (1) from r = 0 up to certain r, which is
less than rq.

In the vicinity of r = 71, (7) ceases to be correct since here pj (r)
becomes infinite. Therefore, in this region we have to look for an ap-
proximate expression for f (r) in a somewhat different form. Applying

(11)
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the method, which is analogous to that used by Lanczos [1] when he in-
vestigated the Stark effect in strong fields, we can approximately express
f () by means of the Bessel functions of the order one third. At r < ry,
we set

*ok dr s .
f*(r)=B o Va, —x {cos EJ% (x1 — ) — sin EY% (x1 — x)}
(12a)
and for r > ry

f“m:f¢Zngo7 (12b)

where ¢ has the value (5). The function f** (r) satisfies the equation

d2f** sk ok
I () 495 (] =0, (13)
where )
5 1 do ds
o = — — ] - - 14
rz" (7) 36 (a:l —mdr) ar o (14)

and s has the previous value (9). It is not difficult to check that at
r =1, when z = x; the quantity p3* (r) remains finite. Since, generally
speaking, this quantity as well as the quantity ps () in the exact equation
is small compared with p; (r), then (13) differs very little from the exact
equation (1). Therefore, its solution f** has to differ a little from the
solution of the exact equation.

Thus, for the required wave function f (r) we have two approximate
representations, namely, (6) and (12a) or (12b). First representation is
justified from r = 0 up to some mean value r, which is less than r; and
the second one is valid from this mean value r up to r = co. In the middle
region where both = and x; are big, both representations are justified
and here they have to coincide approximately. Indeed, substituting the
Bessel functions by their asymptotic values, we have

OE A\/z\/zcos (1: e Zw> , (15)
£ () 2 B\/E\/Zcos <x1 . iﬁ) . (16)

These two expressions should be identically equal and it can be only if
the sum of the arguments in the cosines is equal to an integer multiple
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of m, i.e., to be equal to n,m where n, is the radial quantum number.
From here, it follows:

\/%/ \/ +@_V()dr:(nr+l+1)=m, (17)

where n is equal to the principal quantum number.

Thus, we have obtained the Bohr quantization condition, which was
applied in old quantum mechanics but with integer quantum numbers.
Therefore, the Kramers quantization rule with half-integer quantum
numbers is not universal and is applicable only if the singular points
of the function p () (the coefficient at f in (1)) are placed far from its
roots.

Substituting in (15) and (16) instead of x; its value nw, we get iden-
tical expressions if the constants A and B are connected by the relation

A=B.- (-1, (18)

The constant A (up to its sign) is determined from the normalization
condition (2). For an approximate determination of A, we use the fact
that the main contribution to integral (2) is given by that interval where
the asymptotic expressions (15) and (16) are valid. As the upper limit of
the integration, we can take the value » = 1 instead of r = co and after
the substitution of (15) in (2) we can change the square of the cosine to
the mean value % Then, we get

—AZ 1. (19)

ok

If we take expression (3) for p; (r) and consider the number n in (17) as
a continuous parameter, we can write (17) as follows:

dE
A2=10" 20
h? dn (20)
From here, we easily get the expression
97\ 2+1
lim RL(T) 2&@@@ (21)
r—0 7l o h2 dn (2l + 1)' ’

where a = n?; is the radius of the Bohr hydrogen orbit. A particular
case of this expression (for [ = 0) is used by Fermi and Segré [2] in their
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work on the magnetic moments of nuclei but it was given there without
derivation. For a hydrogen ion and for [ = 0, formula (21) gives the
exact expression

473

oo = S5

(22)

In conclusion, we note that expression (6) is applicable also in the
case of the continuous spectrum if the energy parameter E is sufficiently
small. In this case, formula (6) is justified uniformly for all values of
rfromr =0 up tor = oco. If E = 0, then for the hydrogen ion the
expression (6) is exact.
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Introduction

The aim of the present paper! is to elaborate and simplify the mathe-
matical foundations for quantum electrodynamics. This theory, created
by Dirac? and Heisenberg and Pauli,® presents a consistent generaliza-
tion of classical electrodynamics, answering the correspondence principle
[...].* The difficulties of the theory arising from the infinite self-energy
of an electron are well known [...]. Nevertheless, it should not be for-
gotten that all the results of the quantum theory of radiation, which
presents an immediate application of the correspondence principle, can
be obtained from quantum electrodynamics. But we often should waive
the mathematical strictness. The physical sense of “illegal” mathemat-
ical operations used there (truncating an expansion in a power series
by a certain power of the fine structure constant «, throwing off diver-
gent integrals, etc.) is that employing them one tries to eliminate the
discrepancies arising from an imperfection of the theory.

The results that were originally deduced in a quite different way and
only subsequently were justified by quantum electrodynamics (as for
example the Breit and Moller formulae for electron interaction) can also
be obtained from quantum electrodynamics.

The difficulties of quantum electrodynamics raised doubts on the
correctness of this theory; even a question was discussed if it is suitable

IThe work was reported in November 1932 at the theoretical seminar in Leningrad
Physico-Technical Institute.

2P.A.M. Dirac, Relativistic Quantum Mechanics, Proc. Roy. Soc. A 136, 453,
1932; P. Dirac, V. Fock and B. Podolsky, On Quantum Electrodynamics, Sow. Phys. 2,
468, 1932.

3W. Heisenberg and W. Pauli, Zur Quantendynamik den Wellenfelder, Zs. Phys.
59, 1, 1929; Zur Quantentheorie der Wellenfelder, 2, Zs. Phys. 59, 168, 1929.

4Throughout this paper the symbol [...] shows the parts of the original text of
1934 that were abridged by the author in Fock57. (Editors)
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at all in the quantum region.® But this latter doubt turned out to be
groundless. In a fundamental work® Bohr and Rosenfield elucidated the
region where the theory was applicable. This paper has shown that
always when we may omit the atomic structure of a measuring device
and when examined distances and wavelengths considerably exceed the
classical electron radius, the application of quantum electrodynamics
to the problem of measurability of the electromagnetic field leads to
reasonable results.

Since the limits of applicability for the theory may be considered as
established, first of all it is necessary to pay attention to the creation of
its mathematical foundations for its further development. The paper is
devoted to this problem [...].

I Introducing the Functionals for the Case of
Bose Statistics

When stating the theory of the second quantization and also in the cases
of its applications, one usually introduces the point spectrum even when
a physical problem demands the consideration of states belonging to
the continuous spectrum. In these cases the problem is altered to the
point spectrum (introducing “boxes,” periodical conditions etc.) and
only toward the end of the calculations it is returned by the limiting
procedure to the initial problem. This roundabout way is on no account
necessary since it is often very awkward and complicates the calcula-
tions. Subsequently, for the case of the Bose statistics we propose a
method that allows one to operate in the same way both with states
of the point and with states of the continuous spectrum; in addition, it
has an advantage that the interrelation of the second quantization and
the configuration space is transparent there. This method is based on
applying the generating functions (functionals) and is a generalization
of the method developed by the author in one of his previous works.” It
is known that the quantized wave function ¥(z) in the case of the Bose

5L. Landau and R. Peierls, Erweiterung des Unbestimmtheistprintzips fiir die rel-
ativistische Quantentheorie, Zs. Phys. 69, 56, 1931.

SN. Bohr and L. Rosenfeld, Zur Frage der Messbarkeit der elektromagnetischen
Feldgrofien, Kgl. Danske Vid. Selskab, Math.-Fys. Meddleser 12, 8, 1933.

V. Fock, Verallgemeinerung und Lésung der Diracschen statistischen Gleichung,
Zs. Phys. 49, 339, 1928. (See [28-3*] in this book. (Editors))
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statistics satisfies the commutation relations

U(a) ¥l (2) = UT(2)T(a’) = 6(x — '),
(1)

where = denotes all independent variables. The quantity ¥(z) can be
considered as an operator, which acts on a sequence of the wave functions

const

P(z1)

Y(2122) (2)
7721(3513132%)

in the configuration spaces of 0,1,2,...n,... dimensions and transforms

this sequence into the following one:®
const ()
Y(z1) _ \@1#(%931)
(@) Y(zrze) \/gi/f(ﬂmliw) ’ ®)

All the functions v are supposed to be symmetric. The conjugated
operator W'(z) transforms sequence (2) into an analogous sequence
V' (x1), ¢ (x122), ..., where the transformed function of the n-th sub-
space can be expressed in terms of the previous function of the (n—1)-th
subspace in the following way:

(g Ty ) = %[5@1 —a)p(r2 23 ... Tp) ...
+o(xp — 2)P(T1 o Th—1 Thg1 -+ Tn) + .. (4)

+o(xpn —)Y(21 ... TH_1)].

On the other hand, for the operator ¥(z) one can choose a representation
where the conjugated operator Wf(z) corresponds to multiplication by
some function b(x).® A functional Q of the function b(x) will be then an
object on which the operators ¥ and ¥t act. The form of this functional

8V. Fock. Konfigurationsraum und zweite Quantelung, Zs. Phys. 75, 622647
(1932). (V. Fock) (See also [32-2*] in this book. (Editors))

9Tt would be more consistent to denote this function by 1 (z) but we prefer b(z),
not to use the symbol 1) in too many meanings. (V. Fock)
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will be completely determined by the sequence of functions (2). We show
now that the functional 2 has the form

Q=1 + \/>/’(/) 31‘1 1‘1 d.%‘l +
f /w Iy $2 (.Z'Q)d.%'l d.’l?z + .. (5)

or oo
0=> Q, (6)
n=0

where 2,, has the form of the n-multiple integral

1 — _
Q, = ﬁ//z/}(xl Zn)b(x1)... b(xy)dxy ... da,. (7)

We need first of all to give the definition of the functional derivative 6?) (Q)
of Q with respect to b(z). The general definition is
U8 i Q) + 0l - ) - OB )
—— = lim — x ' —x)|— )},
ob(x) n—0n 7

where we denoted the current coordinate in Q = Q[b(2")] by z’. For
practical purposes a different definition equivalent to (8) is, however,
more useful. Let us write the variation of §Q with respect to b in the
form of a single integral

00 = /A(Sg(sc)dx. (9)

Then the functional derivative is equal to the coefficient by §b(x) in the
integrand
'
ob(x)

Let us suppose, for example,

—A. (9%)

Q=0b(2) = /5(11 — 2")b(z1)dzy;

then

=§(x —2'). (10)
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It follows from the definition of the functional derivative that for an
arbitrary functional
o - - o'
——b(z)Q - b(z) =—— = d(z — 2")Q. (11)
ob(x’) ob(x")

Hence in the present representation multiplication by b(z) corresponds to
the operator Wf(x), while the operator ¥(z) means a functional deriva-
tive with respect to b(z).

We shall prove, moreover, that the functional 2 indeed may be ex-
pressed in terms of the wave functions ¥ (z1zs2...2,) of the separate sub-
spaces by formula (5). It is sufficient to show that for the sequence of co-
efficients (2) in series (5), transformation (3) corresponds to a functional
derivative of Q with respect to b(z) while transformation (4) corresponds
to multiplication © by b(z).

Let us consider expression (7) for Q, and form the variation of ),
with respect to b(z). We have

1
50, = o n/z/J(ac Xp oo Tpp—1) -
- 0b(x)b(z1) ... D(wp_1)dx dxy ... dTpy_y.

According to the definition (9), the functional derivative is equal to

6/Qn = ! n X T X .
5b(m)—mf/w< L )

. 6(1‘1) B (,Tn,l) d.%'l dxn,l (12)

or

1 !/
(55(1') —Shp—1 T \/m/’ll} (.’1,‘1 $n71> .

<b(zy) ... b(xpo1)day ... dzp_q,

where the new (n — 1)-dimensional wave function 9’ (x; ... £,—1) may be
expressed in terms of the previous n-dimensional one as follows:

W (21 oo Tp1) = Vnh(x 11 o Ty q).
But this is just the transformation that the operator ¥(z) in (3) gener-

ates. Since this formula is valid for any n, we really have
'

U(z)Q = 5ha)

(13)
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On the other hand, multiplying €2,,_1 by

b(z) = /5(xn — 2)b(x,)dz,

we have

b(aﬁ)anl =

1
- =T [ 86— opiton

or, symmetrizing the function §(z, — z)¥(x1 ... ,—1) with respect to
1 ... Tp

e 1)b(x1)...b(2y ) dy .. dyy

b(2)Q 1 = % /w’(xl...xn)g(ml)...g(xn)dxl...dxn,

where ¢’ means (4). Since the formula obtained is valid for any n, we

have
Tl (2)Q = b(x)Q. (14)

Thus, our statement is proved. The coefficients g, (z1), ¥(x122) in
series (5) may be really identified with the wave functions in appropriate
subspaces of the configuration space.

In the second quantization theory the operator of number of particles
plays an important role:

n= /\I/T(x)\IJ(IE)dJC (15)

Let us show that the quantity §2,, (7) is an eigenfunctional of this oper-
ator. Indeed, taking into account (12), we have

8,
n{, = /b(a:) 5(@) dx = n,. (16)

Thus, we can consider series (6) as an expansion of an arbitrary func-
tional € in the series of the eigenfunctionals of the operator n.

By means of (13) and (14), any operator of the second quantization
theory can be represented as an operator in the configuration space. For
instance, for the operator

L= /qﬁ(x)L(x)xp(x)dx, (17)
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we obtain 50
LQ:/E(x)L(x) ——dx
0b(x)

Substituting here series (6) for 2 and using (2), one can get for L a

similar series
oo
Vi
LO = E Q.
n=0

(177)

where by Q! we denote

Q= %n/[L(x)w(x Ty .. 2y 1)]b(2)b(71) ... b(2p 1 )dx dzy ... dTpy 1.

Writing here x,, instead of z and symmetrizing the integrand with respect
to x1 ... Tp, one can write the functional €/, in the form (7) where the
function ¢ (z1 ... x,) is replaced by

O(x1 oo zy) = [L(z1) + L(z2) + oo 4+ L(zp)|Y(z1 oo ). (17)

The latter equation gives the representation of the operator L in the
configuration space.

It is possible also to find the representation in the configuration space
for an operator not commuting with n. It goes without saying that for
this case the function ¢’(z1...2,) is expressed not only by the function
¥(z1...2,), but also by the wave functions in the subspaces of the differ-
ent number of dimensions.

The scalar product of two functionals € and €’ can be determined
by means of the wave functions in the proper subspaces, namely:

(Q,9) = Pt} +Z/E(x1 ez ) () o xp)day . dr,. (18)
n=1

Then the orthogonality condition is
(Q,9)=0 (19)
and the normalization condition reads as
Q=1 or (©,9) = const. (19%)

To determine the relation with formulae of our previous work, let us
consider briefly how to write the expression for €2, when the variable
x runs only the discrete values (), 2(?) ... . Let us write b, instead of
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b(z(™) and ¢(ry ... 7,) instead of 1 (x(") 2(m2) . z("n)) and replace the
integral by the sum in (7). Then for Q, we obtain:

1 _
Q, = Ve > c(r1 1 o 7p)bpy bpy oo Dy, (20)

T rire ...
In thisfsum the term containing n; times the factor b, then ny times the
factor by, etc. appears ﬁ times. Thus, if we suppose

c(r1 re oo ) = (01 Mg L),

then it will be

1 7’2,' -ni TNg
Q, = — ——c*(ny ng ... )by by ...
" vn! nlg n1!n2! ( ) ! 2
If we suppose
n! .
gl ¢ (mne ) = flnama),

then it will be

]‘ TNn1 7N2
2 = Z Wﬂm ng ... )by by ... (21)

niy n2

Here the integers ny,ns, ... obey the condition

If we reject this condition, we obtain from (21) the expression for the
general functional Q. Formula (21) up to notations coincides with the
corresponding formula of our cited work.!?

II Electrodynamics of Vacuum

In the case of vacuum, application of the quantization rules for the elec-
tromagnetic field does not meet special difficulties. To establish the
equations of motion for the field,'! let us express the electromagnetic
field E and H as usual by the scalar and vector potentials

10A

E = —grad® — -t H = curlA. (1)

10See [28-3*] in this book, eqn. (54). (V. Fock, 1957)
11V, Fock and B. Podolsky, On the Quantization of Electromagnetic Waves and
an Interaction of Charges on Dirac’s Theory. See [32-4*] in this book. (Editors)
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We consider the components of the potential (®, Ay, As, A3) as coordi-
nates of the field (@, Q1,Q2,Q3) and take as a Lagrangian function for
the field the expression

1 ) 100
L= §(E —H*) - - (leA+ 815) , (2)

which differs from the Fermi expression only by the four-dimensional
divergence.'? The momenta canonically conjugated to the field coordi-

nates (Qo, Q1,Q2,Q3) have the form

Py=—1(divA +12%),

(3)
(P, Py, P3) =P = —1E.

For the Hamilton function H we arrive at

2
1
H= %(P2 = P}) + ;(curlA)? - cPodivA — cPgrad®.  (4)

The Hamilton equations of motion have the form

A = 2P — ¢ grad®,

b = —2Py — ¢ divA, (5)
P = AA —grad divA — ¢ grad P,
Py = —c divP,

where the point means the time derivative. Eliminating the momenta,
we obtain the d’Alembert equation for the potential components. To
get the Maxwell equations for vacuum in the case of the classical field
theory, it is necessary to assume Py = 0.

Coming to the field quantization, we should take into account that
the wave functions of light quanta are not real field variables but complex
quantities that can be obtained from the former by the Fourier expan-
sion. For some real field variable, satisfying the d’Alembert equation,
we write the expansion in the Fourier integral as follows:

(27:)3/2 /F(k)e—ickt+ikr(dk)+

- 7(2;)3 5 / Fi (k)eirt KT (q). (6)

12E. Fermi. Rend. Lincei (6) 9, 881 (1929).

F(r,t) =
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Here we denote by k the magnitude of the wave vector k; (dk) stands

for dky dke dks. Since the quantities (k, k1, ko, k3) are components of
dk

a four-dimensional vector (namely, the zero vector), the expressions <+
and ké(k — k') are invariant under Lorentz transformations. Hence the
quantities kF'(k), i.e., the amplitudes of the components of the field
F(r,t) multiplied by k, are transformed as these components themselves.

The first integral in (6) taken separately is a component of the wave
function for a light quantum. The amplitude F'(k) can be considered as a
wave function in the momentum space of light quanta in the Heisenberg
representation. The corresponding wave function in the Schrodinger
representation is then

F'(k,t) = F(k)e ",

The amplitudes of the field components satisfy the next equations of
motion: '
P(k) = [k (k) — kA (k)] = —{E(k)
. (7)
Po(k) = L[k®(k) — kA(k)].

To pass on from the usual amplitudes (the “small” field) to quantized
amplitudes (the “big” field),'® one has to establish commutation rela-
tions for the latter. Applying the usual quantization rules, we obtain

T (k)®(k') — @(k")®T (k) = 226(k — k')

: 8)
Al (K) A (k') — Ay (K) Af () = —226,,0(k — K')

whereas all the components A4;(k), As(k), As(k), P(k) of the quantized
wave function commute with each other. The relativistic invariance of
the commutation relations takes place because the quantities k®(k),
kA(k) are the components of the four-vector, and ké(k — k') is an in-
variant.

The volume integral of the Hamilton function (4), presented as an
integral in the momentum space, is

H= /[AT(k)A(k) +AK)AT (k) — B(k)PT(K) —

— o1 (k)®(k)]k*(dk).

13The terms “small” and “big” were introduced by Pauli: W. Pauli. Zs. Phys. 80,
373 (1933). (V. Fock)
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To eliminate the so-called zero energy and also the negative eigenvalues,
we have to change the order of the factors there and write

H=2 / [AT(k)A (k) — O (k)DT (k)k?(dk). (9)

This expression is just the energy operator for the radiation field. Under
Lorentz transformation the operator H behaves as a time component of
a four-vector, the spatial components of which are

G:%/kamA&yumm¢mmu&) (10)

and represent the quantity of motion (momentum) of the field.
Simultaneously with the vector of energy and momentum, one can
consider the invariant

N = [1A109A00 - 209! ())b(a) ()

which has to be interpreted as the operator of the whole number of
quanta. If we introduce the density in the momentum space, corre-
sponding to expression (11),

n() = 2 [AT(K)A(K) — ()2 (), (12)

the vector of energy and momentum can be rewritten in the form

Hzm/m&wm, (9%)

G= h/kn(k)(dk). (10%)

The operator n(k) is not positively definite itself, but owning to the sup-
plementary conditions that will be established below, the mathematical
expectation of the quantities N and H in any physically possible state
of the field is positive (or equal to zero).

As was mentioned above, the Heisenberg representation of the wave
functions ®(k), A(k) is connected with the Schrédinger representation
@’ (k,t) by the relations

' (k,t) = d(k)e "kt Al(k,t) = A(k)e kt, (13)
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In the Heisenberg representation the functional €2, describing a state of
the field, contains as argumental functions the following ones:

k), Ai(k), Ax(k), As(k). (14)
In this case, it does not depend explicitly on time; therefore, the wave
equation is reduced to the form % =0.

In the Schrodinger representation the quantities ®'(k, t) and X/(k7 t)
serve as argumental functions in the functional Q and the wave equation

beCOIIleS.

The choice of quantities (14) as argumental functions in the functional 2
is determined solely by commutation relations (8). The operators ®T (k)
and A;(k) then have the form

_he §Q he §'0

dT(k)Q = 2% 5D (K)’ A(k)Q = F ()

(16)
Unlike the case of space rotation, canonical transformation of non-com-
mutative operators correspond to Lorentz transformation but not just a
linear substitution of the argumental functions (14).

Since the operators ®'(k,t) and ®''(k, ) etc. (in the Schrédinger
representation) satisfy the same commutation relations (8) as the oper-
ators ®(k) and ®7(k) (in the Heisenberg representation), for the first
ones formulae (16) also are valid. If, instead of ®(k,t), we write again
®(k), etc., the wave equation (16) written explicitly has the form:

Hthc/

Further, we use mainly the Heisenberg representation.

Now we should consider the question of those supplementary condi-
tions for the functional 2 that correspond to the classical relation Py = 0.
Following Dirac, we interpret this equation in the sense of two conditions
that consist of the equality of the amplitude Py(k) and its conjugated
Pg (k) to zero:

3

_ 5'Q) 50 )
;Al(k)(ﬁl(k) —@(k)m k(dk) = ih—. (17)

Py(k)2 = é[k@(k) _KAK)]Q = 0; (18)

Pl(k) = {[kqﬂ(k) — kAT (k)]Q = 0. (18*)
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Both these conditions are relativistic invariants. They are compatible
since for arbitrary values k and k', including coinciding ones, the follow-
ing operator equation takes place:

Pl(k)Py(K') — Py(K)Pk) = 0. (19)
Further, conditions (18) and (18*) are compatible also with the wave

equation that is especially easy to see in the Heisenberg representation
where the wave equation has the simple form %—? = 0.

Now it is easy to obtain the general form of the functional €, satisfy-
ing this system of equations. For this, let us pick out a component 6(k)
in the direction of the wave vector k from A (k) and suppose

o) = <AL, (20)
B(k) = A(k) — k%;k). (21)

As the argumental functions in 2, we take five quantities:

The last three of them are connected with one another by the identity

kB(k) = 0.

In new notations, equations (18) and (18*) can be written as

[@(k) — 0(k)] 2 = 0; (22)

[@T(k) —0'(k)] Q= 0. (22%)
Since the quantity 6 is one of the components of the vector potential,

the commutation relations for § and 61 are the same as for their certain
component and its conjugate one. Therefore, the operator §(k) has the
value

_ he 6'Q

O = op 50 (k)

. (23)
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Hence, the explicitly written equations (22) and (22*) form

he _0'Q 7 _
2% 5B (k) 0(k)Q =0,
he o (24)
—C = — d(k)2=0.
2k 56(k) (k)2 =0
These equations give
Q=eXQ" [B(k)], (25)
where the functional x has the following value:
2 _
= %/G(k)tb(k)k(dk) (26)

and Qg is an arbitrary functional, which now does not contain (k) and
®(k). Thus, the supplementary conditions allowed us to reduce the
general functional 2, depending on four argumental functions (14), to a
functional Qy depending only on two argumental functions that are the
two orthogonal to the wave vector components of the vector potential.

This reduction corresponds to the fact that an orthogonal light quan-
tum at a fixed momentum is characterized by two numbers, let us say
two possible states of polarization. The functional (25) also satisfies the
wave equation; thus, it describes the very general state of the radiation
field in vacuum.

By the supplementary conditions, one can exclude the quantities 6
and @ from operator (11) of a light quanta number and from the operator
of energy and momentum. Let us consider the quantity n(k) — equation
(12) — and write it in the form

n(k) = n’(k) +n"(k), (27)
where we supposed
(k) = 2 (k- AT(K)) - (k- A(K), (28)
or differently )
n'(k) = +— (k- BI(K)) - (k- B(k)) (287)
and also
(k) = 22 [51(198(k) — (k)@ ()] (29)
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Writing the latter quantity as
n"(k) = %]Z{HT(k) [0(k) — 2(k)] + @ (k)[0" (k) — @ (k)]} (297)

and taking into account equations (22) and (22*), we make sure that
the operator n”(k) being applied to any possible (i.e., satisfying the
supplementary conditions) functional gives zero. But the operator n'(k)
depends only on the quantities B and, moreover, it is positively definite.
That proves our statement about the positive sign of the mathematical
expectation and the number of light quanta.

To establish the connection with reasoning in the first part, let us
introduce quantities b and b as applied to our task. Let e(k,1) and
e(k, 2) be two unit vectors orthogonal both to each other and to the wave
vector k. These unit vectors correspond to two states of polarization.
Since, according to (21), the vector B(k) is also orthogonal to the wave
vector, we can put

B(k) = @ > elk,j)b(k j). (30)

Based on formulae (8) and (21), it is easy to show that the operators

b(k, j) thus satisfy the commutation relations

b(klvj/)bT(km]) - bT (ka])b(k/a.jl) = 5j7j/5(k - k/)
(31)
b(k', j")b(k, ) — b(k, j)b(k’,j") =0

These relations coincide with (I, 1) if under the variable 2 one means
an aggregate of three continuous variables ki, ko, k3 and one discrete
variable j, taking only two values j = 1, 2. Therefore, the whole mathe-
matical theory of the functionals developed in Section I can be applied to
our task. In particular, the form of the functional )y is given by formula
(I, 5), where ® is the wave function in the momentum space of light
quanta. In the special case when there are no light quanta, functional
(25) is reduced to

Q = exp (52(: / G(k)fb(k)k(dk)) . (25%)
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It goes without saying that the quantum-free state is a relativistic in-
variant conception though expression (25) is not an invariant.

Let us express now the operators n(k), N, H,G by the introduced
quantities b and bf. If we omit the part of these operators “vanish-
ing” due to the supplementary conditions (22) and denote the rest as
n',N', H', G’ correspondingly, we obtain

n'(k) = bf(k, 1)b(k, 1) + b (k, 2)b(k, 2); (32)
N = 3 [ bl it ) o (3)
=y / hekb (k, §)b(k, 7)(dk): (34)
G = Z / nkb' (k, j)b(k, §)(dK). (35)

It follows from the general theory of the second quantization that the
operator N’ of the light quanta number has the integer eigenvalues 0,
1, 2, ... . The operator for the number of light quanta with the wave
number k from the interval (k,k + Ak)

k+Ak
Nl Ak = 3 [ b )bt k) (36)

has the same eigenvalues. To show it, let us introduce the “normalized
eigen differentials”

k+Ak
= el e (37)

which, as it follows from (31), satisfy the commutation relations

bybl —blby =4

Ji’s

(38)
Expression (36) then becomes
N'(k, Ak) = > "blb;, (36%)

J
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and it follows from the theory of harmonic oscillator that the operator
(36) has the eigenvalues 0, 1, 2, ... .

In the same way one can examine the operators H'(k, Ak) and G'(k,
Ak) of the energy and momentum of the light quanta with the wave
vector from an interval (k, k+ Ak) and show that these operators deter-
mined analogous to (36) have the eigenvalues nhck and correspondingly
nhk where n =0,1,2,... as it should be.

On the Measurability of the Fourier Components for
the Field

We shall derive now a relation expressing the “complementarity” (in the
spirit of Bohr) of the idea of light quanta with the conception of the
classically measurable amplitude of the electromagnetic field.

The complex amplitude F'(k) of the field component is not, properly
speaking, a measurable physical magnitude, for the real part of the am-
plitude does not commute with its imaginary part. But in a region of
large quantum numbers this non-commutability becomes inessential and
the amplitudes behave like classical quantities, which means that they
turn out to be roughly measurable. Let us consider in detail the matter
here and prove the next suggestion: if we take the amplitudes, averaged
over an interval (k,k + Ak), and calculate by their means the energy
of radiation, related to this interval, the uncertainty of F will always
exceed one energy quantum fck of the corresponding frequency.

First of all, let us note that it does not matter whether we use the
amplitudes for the strength of the field or some auxiliary quantities,
e.g., the quantities b(k, j) from (30). We take advantage of the latter and
write down the operator of the radiation energy in an interval (k, k+ Ak)
in the form

k+Ak
H'(k, Ak) = / hek [bT (k, 1)b(k, 1) + ' (k,2)b(k, 2)] (dk). (39)
k
Supposing now that the real and imaginary parts of the averaged ampli-

tude
1

_ k+Ak . 1
bj = @/k b(k, j)(dk) = \/kaj (40)

are measured with an accuracy allowed by the uncertainty relation, let
us calculate the energy E by the formula

E = H'(k, AK) = hek(bli by + blabs)(Ak) = hick(biby + blbs).  (39%)
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One can ask what the uncertainty of the energy is.

This problem can be easy resolved, since it can be reduced to the
analogous problem for an harmonic oscillator. Substituting in the for-
mula 1 1 1

Hy= —p° + -mw?q® — ~hw 41
0= 5P+ gmwt = g (41)
for the energy of the oscillator (without zero-energy) the expression
D —imwq T_p—i—iqu

b= —————; b —_— (42)
2mwh 2mwh

we get from the commutation relations for p and ¢ that

bt —bib=1 (43)
and the energy of the oscillator is equal to

Hy = hwb'b. (41%)

The above-given expression (39*) for the energy FE is the sum of two
terms of the form (41*) where w = ck.

If we measure at the same time the momentum and coordinate of the
harmonic oscillator with an uncertainty Ap and Ag, the uncertainty of
the energy, calculated by these p and ¢, is at least

1
AEy = Ap)? 4+ —mw?(Aq)?. (44)

=
2m 2
In the most favorable case, Ap and Agq are connected by the relation
ApAq = %; then the uncertainty of the energy AE satisfies the inequality

AE, > %hw (45)

The suggestion, formulated above, for the radiation energy E (39) follows
from here.

In the course of our reasoning we told about measuring the field;
but such measuring is not possible without an interaction with matter.
Nevertheless, this circumstance on no account depreciates our reasoning
for we are concerned with the purely kinematical properties of the field.
Really, they were based only on the commutation relations that stay the
same in the presence of matter.

The question about the measurability of the field itself averaged over
some region of the space-time (but not its Fourier components) was
exhaustively investigated by Bohr and Rosenfeld in the work quoted in
the introduction.
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IIT Interaction with Matter. Initial Equations

We shall consider a quantum mechanical system, consisting of an indefi-
nite number of light quanta and of a fixed number n of material particles
of masses m, and charges ¢, (s = 1,2,...n). Thus, we do not consider
the case of a variable number of particles (Dirac’s hole theory of the
positron). To be definite, we shall talk about electrons, though the form
of the wave equation for material particles still remains arbitrary. We
shall describe this quantum mechanical system by means of the following
independent variables: the field — by its amplitudes (as in the previous
section); the particles — by their coordinates ry = (s, ys, 2s); times ¢
and variables for their inner degrees of freedom. It means that, follow-
ing Dirac, we introduce for every particle its special time; time for light
quanta we shall note by ¢t. Only toward the end of calculations we put
ts = t. The operators for the momentum and kinetic energy have the
form

Pa(:é) = 71}18% - %Aw(rsats)7
(8) _ _;3 0 _ &g
Py = zhays S Ay(rs, ts), (1)
) _ 5 0 &
Pz = - - *Az sy Us)y
zhazs . (rs,ts)
76 —ip 0 £.®(rs, t,). (2)
ot ’

S

The operators related to different particles mutually commute. The
operators related to the same particle satisfy the commutation relations

TP, — P,T = iheE,, P,P, — P,P, = iheH,,
TP, — P,T = ihcE,, P.P, — P, P, = iheH,), (3)
TP, — P,T = ileE,, P,P,— P,P. = ihcH,

(the index s is omitted here). Let us denote as aés),oés), aés) the com-

ponents of the spin for the s-th electron and construct the operator

PO) = 6O PO) 4 6O PO) 4 o) plo). (4)
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According to Dirac, for each electron we can write its own wave equation.
In the non-relativistic case, it has the form'#

b

o (PO =TOW  (s=1,2,..n) (5)

and for the relativistic case
CQgS)P(S) + msczggs) U =76y (s=1,2,...n), (6)

where we denoted as g&s), gl()s), QES) the operators related to the second

inner degree of freedom for the s-th electron (Dirac’s g1, 02, 03)-

The wave equation (5) or (6) may be considered as a certain supple-
mentary condition for the wave functional ¥; this supplementary condi-
tion gives the dependence between the momentum and the energy that
is needed in the corresponding (relativistic or non-relativistic) theory.

Besides the wave equations for the wave functional, supplementary
conditions corresponding to the equality to zero of the divergence of the
four-dimensional potential, i.e., equations (II, 18) or (II, 22), have to
exist as well. We write down these conditions in the form!®

Ck)¥ =0 Cl(k)V =0, (7)

where C(k) denotes the following operator:
7: n
k) =1 k) — d(k s i ickts—ikrs.
09 = KK~ 209 + 515 5y > e ®)

Considering C(k) as the amplitude of a certain field C(r,t), we have this
field in the form

10® " ¢
= 1 A —_——— 78 J—
C(r,t) = divA + cor 2 471_A(X Xs), 9)
where X = (r,t) and X; = (rs,ts) are four-dimensional vectors and

A(X) is the so-called invariant delta function

A(X) = %[(m +et) — 6(r — eb)]. (10)

14The letter ¥ here means the wave functional but not the quantized function as
it was in Section I. (V. Fock)

15p A.M. Dirac, V.A. Fock and B. Podolsky, On Quantum Electrodynamics, Sow.
Phys. 2, 468-479 (1932). (V. Fock). (See also [32-5*] in this book. (Editors))
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The form of the terms proportional to the charges €, in the expression for
the quantity C(k) follows from the demand of commutating this quantity
with operators (1) and (2) for the components of the four-dimensional
energy—momentum vector. One can easily verify that C'(k) commutes
with CT(k).

Thus, the wave functional ¥ of the n-body problem must satisfy n
wave equations of the form (5) or (6) and both of the supplementary
conditions of the form (7). Since supplementary conditions (7) do not
contain derivatives of W with respect to time, the initial state of the
quantum mechanical system must also satisfy them. It is possible to
say that only those states have the physical sense that satisfy condition
(7). Further, it follows herefrom that only those quantities are physi-
cally measurable that (i.e., operators of theirs) commute with C'(k) and
CT(k). These are the so-called gradient invariant quantities and first of
all quantities (1), (2) and (3).

Eliminating the Supplementary Conditions

By virtue of the supplementary conditions (7), one can get in the general
form the dependence of the wave functional ¥ on its argumental func-
tions f(k) and ®(k) in absolutely the same way as for the case without
matter.'6

Putting for brevity
1~
f= WZ@@ :, s = ckts — krg, (11)
s=1

we can write down both equations (7) as

[9(1{) —3(k) + % }qf —0,
(12)

[m(k) — ot (k) + Q%ﬂ}qf ~0.

If we take here the operators (II, 16) and ( II, 23) for ®f(k) and 6(k),

161,. Rosenfeld, La théorie quantique des champs, Annales de Iinstitut H. Poincaré.
Paris, 1931, and Enrico Fermi, Quantum Theory of Radiation, Rev. Mod. Phys.,
January, 1932.
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formula (12) will get the form

o' 2k 1 -
0® (k) (hc9<k) i ﬂf)‘l” 13)
o'w 2k
— = —®k) — —
36 (k) (hc (k) hck f)
The solution of these equations is
¥ = XQ(B(K)), (14)

where x abbreviates the functional

_ %/?(k)@(k)k(dkH—
+ 7/ % /9 % X - (15)

The additional term x’ in formula (15) is a function of coordinates and
time of n particles and will be defined hereafter. The functional 2 in
(14) does not already depend on the argumental functions of 6(k) and
o (k).

The transformation carried out here can be also written in the opera-
tor form. It may be considered as a non-unitary canonical transformation
that sends the operator L acting on the functional ¥ to an operator L’
acting on the functional ), where the operator L’ is connected with L
by the relation

L' = e XLeX. (16)

In this formula the symbol x has to be considered as an operator obtained
from (15) by the replacement of 0(k) by 67 (k).

Let us investigate now the transformations of our operators, in par-
ticular, operators (1) and (2) for the energy and momentum. The quan-
tities B(k) and BT (k) keep invariant under transformations (16) because
x commutes with them. The quantities #7(k) and ®(k) of course also
keep invariant. For 6(k) and ®'(k) we have the formulae of transforma-
tion
he &'y
2k 50(k)
he d0'x
2k @ (k)

e XO(k)eX = (k) + — 0(k) + B(k) — iz £oan

X ()ex = @ (k) + = 110+ 0109 + 551 (19)
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From formula (17) we obtain

k k
AN = Al) +

S0 - 5

It follows from here and (18) that for A(rs,ts) and ®(rs,%s)

f (19)

e XA(rs, ts)eX = A(rs,ts) 3/2 / . e~ (dk) —

- ﬁ k—f () (20)
e XDB(ry,t,)eX = D(rs,ty) + (27T1)3/2/9T(K)e“"5(dk) +

- ;(%Tl)?,m/;fTews(dk). (21)

The last integral in (21) contains an infinite constant that appears from
the term with e~ in the sum f'. The operators

0 0
(s) — _ -
Dy Zh@xg zhats
are transformed as
ox
e XplPeX = pls zhaxs (22)
0 0 ox
~Xih X = jh— 4+ ih—=. 2
e Xg atse ) ot +1 . (23)

With the help of the formulae obtained, operators (1) and (2) for the
energy and momentum can be transformed in the following way. Let us

construct, according to (I, 6), a vector that corresponds to the ampli-
tude B(k) (equation (II, 21)),

e | B0 + g [ Bl @, 2

This vector may be interpreted as a vector potential normalized by the
condition

B(r,t) =

divB = 0. (25)
We get then

67X<pac _*A (rs, a)>eX:p§cS) *B (rs,ts) —
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. 8X/ w —ups
_zhaxs p 3/2 /9 dk) +

leg 1 ky . _; . ]
*?W ﬁfﬁ 72 (dk); (26)
, 0 ox’ s -
—x(8)pX — jH_—_ ; =5 1P o
e XTI eX = zhats +2h6t8 CEE /th (k)e'#s (dk)
1 & A
_ 5(27T)3/2 k2 #s(dk). (27)

Since the transformed operators (26) and (27) act only on those func-
tionals © that do not contain the argumental functions (k) and ®(k)
and consequently satisfy the conditions

o) = he. 02 _ g

2k 69/(k) (28)
ot(k)Q = g—g-% =0,

we can omit the integrals containing the amplitudes (k) and ®'(k) in
formulae (26) and (27) (these integrals are non-Hermitian operators).
Really, two other integrals are also complex quantities. But one can fit
the still undetermined function x so the imaginary part of these quan-
tities would be canceled by the terms fihg% and ihg%. For this we
put
ff
X =—-——— =y (dk) + const. (29)
The integral diverges when k = 0. Thus, it is determined only up to an
additive constant. Calculating it we have

, 1

1
X =g W %}:EUEUF(XU — X)) + const, (30)

4he

where X means a four-dimensional vector (r,t) and F(z) has the follow-
ing meaning:

F(X) = F(r,t) = /cos(c;tig—kr)(dk) + const =
= —?{(T+Ct)log|r+ct| + (r—ct)log|r—ct|}. (31)

If we consider the latter expression (with logarithms) in (30) as F and
omit the terms with v = v as well as the constant, the quantity x’ is
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then an entirely determined function of coordinates rg and times 5. Its
derivatives formally coincide with the derivatives of expression (29). For
these derivatives, one can get

o' _ e

. 1 ky a7
Zhaxxlzc'wf i 2 Svshnlpu = @) (@), (3

LoX es 1 1 .
,zhats =iy e / = Zu:gu sin(p, — ¢s)(dk), (33)

which coincide with the imaginary part of the integrals forming (26) and
(27), the last terms of the right-hand side. Taking into account relation
(28), we can consider the operator

s g
Pg/c( = pgf) - EBJC(I.SatS) +

Es 1 kl
+ 2o o [ 5 costou — ), 34
i(s) _ . 9 _ EL E i _
T = Zhats 5 (271‘)3 4 €u/k2 COS(‘Pu @s)(dk) (35)

as transformed operators of the momentum and kinetic energy for an
s-th particle. In the sum standing in (35), the term with v = s is an
infinite constant. These expressions can be written in a more plain form
by introducing the quantities

] e &

Then
V.
PO — ) _Esp g gy 89 37
0 &,0V.
T = ing - - 2T 38
"ot 2 ot (38)

The integrals in formula (36) are easy to calculate. Let us write expres-
sion (36) in the form

Eu
s — - Xs — Xy 3
V. ; VX, ) (39)
where V(X) = V(r,t) abbreviates the integral
1 sin(ckt — kr)
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This integral is

Vir,t) = %(

or, introducing the auxiliary function £(x), defined by

|r + ct| — |r — ct|) (41)

() =-1 for x < -1,
(== for -1< 2z <1, (42)
() =1 for 1<z,

we have ]
V@J):§<g>. (43)

Substituting (41) or (43) for V(r,t) in the sum (39) and calculating the

derivatives of V, entering formulae (37) and (38), for P.* and T'**) we
get

/
7 (s) _ (s _ Es Es Eu (JSS — xu)(ts — tu)
b Pa c Bulrs, ts) + 2 Zu: 4 |rs — 1y 3 , (44)

!’

0 € 5
I D = 45
! Ot 2247r|rs — 1, (45)

u

While doing this, one has to bear in mind that the function V(r,¢) dif-
fers from a constant only for a spatially similar interval (r,t). Therefore,
summing in (44) and (45) runs only over those particles the intervals
of which with respect to the given particle are spatially similar. Conse-
quently, only pairs of the particles with a spatially similar interval con-
tribute to the interaction, which corresponds to excluded “longitudinal
light quanta” as a result of our transformation.

The wave equations for the functional €2 have the same form as the
above-listed equations for the functional ¥, namely:

]- S S
Qawp”fgzr“g (s=1,..n) (46)

for the nonrelativistic case and
[ngs)p/(S) erSCQQgs)]Q :T’(S)Q (s=1,..n) (47)

(

for the relativistic case. Here P’**) denotes operator (4) composed of op-

erators (37), while 7" () means (38). Thus, the supplementary conditions
(7) are satisfied automatically if the functional Q besides the variables
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qs of material particles depends only on the argumental functions B(k)
(or on the functions b(k, ) connected with them according to (II, 30)).
Introducing the functional derivatives of Q to b(k,j) it is easy to
write down the wave equations (47) or (46) in the explicit form; but we
will not do it here.
Let us note that if we consider only one of any equations (46) or (47)

(let us say s-th) the form of the operators P.*) and T allows a fur-
ther simplification. With the help of a suitable canonical transformation

(depending on the number s of the equation considered) one can get rid

of the term — 2= 2V

2c Ot
—5 BBYS in (38) is doubled. Then, omitting the index s, we have

in expression (37) for Pg'c(s); as a result, the term

P = p, — “Bu(r,t)
¢
0 ! €€
7= ipd N
ot zu:47r|r—ru\7

where summing runs over all the electrons for which the intervals with
respect to the chosen s-th electron are spatially similar. Putting all the
times equal to one another we get the sum reduced to the potential
energy of the chosen electron in the electrostatic field of all the other
particles.!”

The Wave Equation in the Case of Coinciding Times

Let us write down our equations for the case when all particle times ¢,
and the time ¢ of light quanta coincide with one another.'® The common
time is denoted by T for a while, but later we shall use the letter ¢ again.

We have
0 "9
AP

17As it was noted by Bloch (F. Bloch, Sow. Phys. 5, 301 (1934)), in the case
of non-coinciding times the wave equations for the different particles are compatible
only if all the intervals between the particles are of the spatial character. (V. Fock)
18Let us note that for coinciding times quantity (30) can be reduced to

«
X' =+= Y log|ru —ruf,
s
u<v

where « is the fine structure constant (here all quantities €5 are supposed to be equal
to the electron charge). Due to (14) it follows herefrom that at r,, = r, the functional
¥ is equal to zero, even if Q is finite. (V. Fock)
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Thus, to get an expression for the derivatives g—% of the wave functional
Q with respect to the common time T, we must sum up the right-hand
sides of the separate wave equations (46) or (47). According to (45), the
operator for the sum of the kinetic energies for the separate particles is

= 0 1 EuE
A DT — 48
7; Y 2%}:47r\rufrv\ (48)

(here instead of T we write ¢ again). To get the final expression, we have
to omit here the terms with v = v; all these terms correspond to the
self-energy of the electrons. The remaining terms give just the Coulomb
potential energy of the electrons.

To compose the left-hand side of the wave equation we need to use
(37) or (44) for P;(S). In our case these expressions become simpler,
since for coinciding times the quantities Vs and their spatial derivatives
disappear. Then we have simply

P = plo) %Bm(rs, ). (49)

We restrict ourselves by transforming relativistic equations (47). Denot-
ing by D, the Dirac operator in the absence of a field applied to the
coordinates of an s-th electron

D, = clapl?) + afpf) + alpl) 4 mactal),  (50)

we have the wave equation for the functional 2 in the form

- = Y
Z(Dsfesaso (rs, )24 = Z47T|6 = :ZHE. (51)

ry — rv|
We should transform the operator containing the vector potential B and

write it down in a more explicit form. Substituting equation (II, 30) for
the amplitude B(k) in formula (24) for B(r,t) we get

zn:esas- B(r,, Z/dk HGT(k, 5)b(k, j) +
s=1

+ Gk, j)b' (k, )}, (52)

where for brevity we put

3/2 )hC ng Q.- e k ])) ickt— 1k1‘S (53)
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Further, denoting by H the usual operator of energy for the n-body
problem acting in the configuration space of n particles

- Euu
H = Dy 54
05 D o
we get the wave equation in the form

+ G( aJ)bT(kJ)}Q- (55)

If we consider (2 as a functional of b(k, j), the previous equation may be
written as

Hszh— Z/dk GT "’)5((5 )+G( )E(k,j)sz}. (56)

This is an explicit form of the wave equation for the functional 2 which,
according to quantum electrodynamics, describes a system of n elec-
trons together with an indefinite number of light quanta. Mathemati-
cally, wave equation (55) or (56) is an equivalent of other forms of the
wave equation used in the literature but it is much simpler and easier to
handle.

The coefficients G and G of the wave equation depend explicitly
on time; but'? this time dependence can be excluded by a canonical
transformation. Thus, we get the representation of the operators, which
corresponds to the one used by Heisenberg and Pauli.

If we denote by L° some operator in this representation and by L the
same operator in the initial representation, such a canonical transforma-

tion reads as
LO — e—itheiu)t (57)

where w is the energy operator of light quanta divided by 7 (I, 34):
w=cY" [ b)), (58)
J

It follows from the commutation relations for the quantities b(k, j) and
bt (k,j) that

e twtpoiwt Githb, e*iUthTeiwt — e*ithbf' (59)

19L. Rosenfeld, Zs. Phys. 76, 729 (1932).

© 2004 by Chapman & Hall/CRC



360 V.A. Fock

Thus, after the transformation the operator b(k, j) is multiplied by the
factor e’“**. But the same factor gives a time dependence of the quantity
G defined by (53). We have

G(k7.7) = eithGO(kﬂj)' (60)

Therefore, in the products Gb' and Gtb entering the wave equation the

factors e**°** are canceled. Further, we have the relation
) o\ 0
—twt [ _ 10 ) wt _ —ih hw. 1
e ( i e ihe + hw (61)

As a result the wave equation for the transformed functional, which we
denote again as € (instead of §2g), takes the form

HQ + th/kab(dk)Q - m% =
J

=y / (dk){G{b+ GobTI. (62)

This form of the wave equation differs from (55) because, first, the energy
of light quanta enters here explicitly and, second, the coefficients of the
equation do not depend on time.

In the case of one electron, with the help of the analogous transfor-

mation
LO _ e—iwt—',—iqrLeiwt—iqr7 (63)

where

a=Y / A0k (k, j)b(k, j), (64)

we can also exclude the coordinates of the electron.?? For the trans-
formed wave functional 2, we get

{ca - (p — hq) + mc*ay + hw}Q — zh% =

- WZ/(dk)@a~e(k7j){b(k,j) + b (k, )} (65)

Because of the term with b a paradoxical result follows from (65) that
it is not possible to have a stationary state without light quanta, i.e.,

20W. Heisenberg, Zs. Phys. 65, 4, 1930.
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even an electron moving freely and uniformly must radiate. Taking this
into account, it might have been physically more correct to omit the
whole right-hand side of (65). Then the momentum conservation law
in its usual form (the Compton effect) follows from the equation thus
obtained:

o

{ca(p — hq) + mctaq + hw}Q — ihﬁ =0. (66)

Equations in the Momentum Space of Light Quanta

For most applications, it is sufficient to consider a finite number of light
quanta. In this case, it would be useful to pass to wave functions in the
momentum space of light quanta. Since we consider a system consisting
of light quanta and n particles (electrons), the wave functions in question

wq = Q/Jq(l'lC I‘nC; kljh kqjq) (67)

contain together with variables (k,,j, ) of light quanta the variables (rs(s)
of all n electrons. These wave functions are symmetric with respect to
the variables (k,j,) and asymmetric with respect to the variables (rs(s).
Further, for brevity we omit electron variables (rs(;) and write

¢q = wq(kljlv kqjq) (67*)

instead of (67). The expansion of the wave functional 2 in terms of the
eigenfunctionals €1, for the number of the light quanta operator

N=Y / (d)b (k. §)b(k. J) (68)

has the form

Q= i Q,, (69)

q=0

where we denote

Q, = \/1(?]2; / (dky)...(dky )y (k11 Kgiq)b(kigr)---b(kyjg).  (70)

If we truncate expansion (69) by a finite number of terms, it means that
we restrict ourselves by considering a finite number of light quanta. Sub-
stituting series (69) in wave equation (62) we get the following equations
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for wave functions (67):

P
Hipg + helky + ..+ kg)tbg — m% =

NESDS / ()G (g Vg (ks Ko egd) +
J

+\;§{Go(k1j1)1/)q1 (k2j2 ... Kkgjq) + ...

+GO(kqjq)¢q71(k1j1 s kqfqufl)}‘ (71)

Certainly, the same equations could have been obtained in a more formal
way if in (62) we make a transition from the second quantization of
operators to the configuration space considered in Section 1 (here, to
the momentum space).

We will not write down here the system of equations that arises from
wave equation (55) or (56), for it obviously follows from (21) by canceling
out the terms with the energy of light quanta and replacing Gy by G.

Some Applications?!

If we truncate expansion (69) already at the first term, i.e., suppose
simply 2 = Qg + Q1, then for ¥g and 11 we have the equations

Hugy —ih 200 > @i iy, (72)

L0 . *
Hyy -+ hekiby — ih 2 = Golk, ). (12%)
The Breit and Moéller formulae. Let us show that this system of
equations contains both Breit and Moller formulae.
We will derive first the Breit formula. To this end, let us suppose
that in (72*) we can omit the terms Hyy — ih% in comparison with

hkiy. Then we get

P1(k,) = - Golk, ). (73)

21 After the general form of the functional as infinite series (6) is established, the
below method based on considering the finite number of the series terms seems very
natural. In the works of I.LE. Tamm (1945 and further) this method was applied
to the meson theory and named as “the method of truncating equations by particle

number.” In the literature it is also known as “the Tamm—-Dankov method.”
(V. Fock)
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Substituting this value of 11 in (72) and calculating the integral

> [ 6 k)G d) =

— By + Z 5u5v{ Oy - Oy + [au : (ru - rv)][av : (ru - rv)] }’ (74)

‘ 8t Ulr, —ry] |ty — 1|3

we immediately arrive at the famous Breit formula. (The infinite self-
energy FE, which corresponds to the terms proportional to the square of
charges, should be omitted now.)

Let us recall here that, as Breit showed, expression (74) should be
considered as a perturbation energy and be taken into account only in
the first approximation; transition to the second approximation leads to
wrong results.

Based on another principle, the approximation method where higher
powers of charges are neglected leads to the Moller formula.??

As is generally known, for deriving this formula we need to take
as a zero approximation for vy the expression corresponding to a free
motion of two electrons and then to calculate the matrix element of the
interaction energy.

We shall use the representation of the wave functions in the momen-
tum space. We take the function ¢y to be equal to

Yo = 6_%Wt¢00 = e_%Wt(S(Ih —p)d(p2 — P )Y(p py)),  (75)
where ¥ (p;, ps) is the general solution of the equations
D1y = Why; Doy = Wai. (76)

At a fixed momentum, each of these equations has four solutions. There-
fore, we should, properly speaking, write in detail ¢)(pq, ps, $1,S2) in-
stead of ¥(py, ps), where the variable s = 1,2, 3,4 marks the number of
a solution. Nevertheless, we shall omit the variable s for brevity. The
quantity in the exponent in (75) is a sum of the kinetic energies of both
particles

W =W, + W,. (77)

We denote quantities Wy, Wa, D1, Do, W, corresponding to momenta p,°
and py’, as W, W,0 etc.

22C. Méller, Zs. Phys. 70, 786 (1931).
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In the Mdller formula only that matrix element of interaction energy
enters that corresponds to the conservation law W = W0, Thus, we can
put in our formulae

W=W,+Wy,=W,"+W," =w°. (78)

The dependence of 17 (k, j) on time is obviously the same as of ¢y. We
have

Uik, ) = e F V0K, ). (79)
Substituting this expression in (74) and neglecting there the Coulomb
terms, we get

(D1 + Do + hek — W0 (k, 5) = Go(k, §)v,° =

= (2771)3/2\/5{61(041 -e(k,j))d(p; + hk — p10)5(P2 B on) n

+ez(a - e(k, j))8(p; — p")d(py + hk — p) }(p . py°).  (80)

We solve this equation with respect to 1,°(k, j). Solving becomes easier
because the function v satisfies equations (76). We obtain:

1 | he
0 S\ .
¢1 (k7.]) - 271_3/2 2k

{(Dl + hck — W10) 181(016) (pl + hk — P10)5(P2 - p20) +
+(Do + hek — W2 )" 152(0129) (P1 — P10)5(P2 + hk — P20)} :
'w(p107p20)~ (81)

The desirable matrix element of the interaction energy is a sum of the
matrix element

<p17p2|U,|p107p20> =

€1€2 0 0 a(Pupz)d’(pP,PQO)
= ) _ _
h2n) (P1+P2— Py —P2) by — P2

(82)

for the Coulomb energy, which already entered the operator H (see (72*))
and the term in the expression

“Tprp) Y [ (@9GH ) 0) (53)
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proportional to the product e1e2. The terms proportional to &,2 and &,
are infinite and must be omitted. After some calculations, where (76),
(78) and the relation

i(ozl k) (s - k) (84)

Z[al ' e(k7])] [Olg : e(kaj)} =01 Qg — k2

J
are used, we get the following expression for the term proportional to
£1€2:

(P1,p2|U" P, py”) =

_ ez dpitP—p ) (85)
h2m)? (py —p.°)? — H(W1 — W,0)?

P(py, Pz){al c O —

ar - (P; — 10 a2 - Py — 1O 0.0
o1~ o 010 0 )

By virtue of the momentum (the function § as a factor) and energy (78)
conservation law, we can replace here p; —p,” by p, —py’ and Wy — W, °
by Wy — W,Y. Tt also follows from relation (76) that

E(Pppz) [ - (P — P10)] [ - (P2 — P2O)] w(P1O,P2O) =
= (W3~ W)W, — W,2)0(p1, D) (PP, (56)

Taking into account (78) and (76) for the sum of the matrix elements
(82) and (85), we get

E1€2
(P1: p2|U|p10,p20> = h(2m)3 5(p1 + Py — p10 - pzo) )

'E(pupz)(l — o a2)¢(p1oa pzo)
(p1 — p10)2 - %(Wl - W10)2

This is the formula proposed by Moller for the matrix element of the
two-electron interaction energy. Thus, we showed that this formula like
the Breit formula follows from our system of equations (72). However,
while deriving both these formulae, we had to throw out some infinite
terms.

The natural width of spectral lines. As the final example, let
us consider a derivation of the famous formulae for the natural width of
spectral lines. In this case, we again can base our reasoning on (72). For

(87)
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the present, H is the operator of the energy of an atom; the field of the
nucleus is included in H. Let us denote the eigenfunctions by u, and
eigenvalues by E,:

Hu, = E, u,. (88)

We expand entering (72) the functions g and 11 (k, j) in terms of u,

7/)0 = Z ApUp, (89)

U1k, j) = en(K, j)un. (90)

Further, we restrict ourselves by considering only one term in expansions
(89) and (90); but at first let us write down the complete expansions.
We have to calculate a matrix element of the operator G entering (72).
Doing this, we suppose that the wavelength of considered light is large
as compared to atomic sizes. We may replace then in the expression for
Gy all the factors e~ by a factor e k', where r is, say, the radius
vector of atom’s centre of mass. We have then

. 1 I h .
___—ikr ;
<7’L‘G0|7’l/> =e€ (27‘1’)3/2 QCann’ ' e(kvj)v (91)

where Dnn/ means the matrix element for the time derivative of an
atomic electric moment. Introducing expansions (89) and (90) and also
quantities (91) in formulae (72), we get the system of equations

FE,a, —iha, =

= W Z/(dk)\/ge"kz:[e(k,j) Doren (k, ), (92)

(En, + hek)ep(k, §) — i, (k, j) =

1 h —ikr . . .
N W ﬂe - Z[e(k’j)'D”n’]an/- (92%)

n’

We restrict ourselves now to the consideration of two following states:
1. The excited state of an atom (n = 2) without light quanta;

2. The ground state of an atom (n = 1) with one light quantum.
Therefore, we assume all the quantities a,, and ¢,, except as and ¢ (k, j)
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to be zeros. Since the diagonal matrix elements D, are zeros, in our
case equations (92) take the form

FEsay — ihag = 3/2 Z/ H zkre(k,j) : D21C1 (ka])a (93)

h

—ik - *
e e Do (03

(E1 + hek)ey(k, j) — ihéy(k, j) =
As the initial conditions, we take
az=1; c1(k,j)=0 at t=0 (94)
and put the quantity as equal to
ay = e w2t (95)

where the constant v has to be determined from the system of equa-
tions (93). If we substitute expression (95) in (93*), then for ¢; (k, j) we
get a differential equation, the solution of which, satisfying the initial
conditions (94), has the form

1 1
2m)3  Vahek

.e—%(Eg—i-hck)t .

ci(k,j) = e kT e(k,j) - D12'

i(ck—w)t—~vt _ 1
S — (96)
ck —w + iy
Now we should substitute expressions (95) and (96) for as and for ¢; (k, )
in equation (93). We obtain

thy = 27r3202/

) - Di2)(e(k, j)Dia) -

1—¢e —i(ck—w)t—nt

ck —w + iy (97)
Obviously, this equation cannot be satisfied rigorously; indeed, its right-
hand side depends on t and at ¢ = 0 vanishes, whereas its left-hand
side is constant. Moreover, it is not possible to extend the integral
with respect to the wave vector of the light quantum over the whole
momentum space (because then it diverges and the suggestion made
while deriving formula (91) is not implemented). We should extend this
integral only over the region of the resonance k& = #. Taking this into
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account, one can show that for large values of wt the right-hand side of
equation (97) is, indeed, nearly constant. Integrating (to be more exact,
averaging) over all directions of the wave vector gives

A . 2 -
Average value Z(e(k,j)Dlg)(e(k,j)Dlg) = §|D12|2. (98)
J

Therefore, equation (97) takes the form

1 41 . 1— e—i(ck—w)t+’yt
iy = ———|D1o|? - [ kdk . 99
“ (2m)3 30' 12| / ck —w+iy (99)

Replacing here the factor k£ in the integrand by % and applying the
formula
' +X g
lim

X—oo | _x x+1y

(1 — e 1@+ W)y = 74, (100)
we obtain for ~

3 1 w?
D12)? = S |D1o|% (101)

_ 1w
"~ 27 3he3

v

Coming from the Heaviside units used here for the electric moment to
the usual electrostatic units, we obtain an expression for v coinciding
with the usual one.

In the simplest case considered the calculations were carried out with
great detail. We did it to show by an example how to apply the math-
ematical approach proposed in this paper. In the same way, one can
carry out the calculations for more complicated cases when several light
quanta are considered. Then in expansion (69) of the wave functional
we should retain several terms and in equation (71) take several wave
functions 4. On the other hand, if it is desirable to take into account an
uncertain number of light quanta with fixed frequencies, it is possible to
introduce quantities b; by formulae (II, 37) and replace the functional
derivatives by the usual ones.

The mathematical approach developed here is sufficiently flexible to
cover all the problems to which quantum electrodynamics is applicable
at all.

Translated by Yu.V. Novozhilov
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Izv AN, 169, 1935,
Zs. Phys., 98, N 3-4, 145, 1935

As is known, the hydrogen atom energy levels depend on the principal
quantum number n only and are independent of the azimuthal quantum
number I. One can say (by using the common but not very suitable
term) that there is degeneracy (i.e., the multiplicity of the level) with
respect to the azimuthal quantum number. On the other hand, there
is a general rule according to which the multiplicity of the Schrédinger
equation eigenvalues relates to the invariance of the equation under a
definite group of transformations. So, for example, the invariance under
a common rotation group (spherical symmetry) leads to the energy level
independence on the magnetic quantum number m. Therefore, it should
be expected that the energy level independence of the azimuthal quan-
tum number is explained by the existence of a certain transformation
group that is more general than the three-dimensional rotation group.
Up to now, this group of transformations for the Schrodinger equation
has not been found. In the present work, we shall show that this group
is equivalent to the rotation group in the four-dimensional Euclidean
space.

1. Let us write the Schrodinger equation for a hydrogen atom in the
momentum representation. Since the Coulomb potential energy opera-

2
tor — Zf in the momentum representation is the integral operator, the

Schrodinger equation will be an integral equation of the form

Ze? [ 4(p')(dp’)
2r2h | |p—-p |

5 PH(p) - - Bu(p). (1)

IReported on February 8, 1935 at a theoretical seminar of the Physical Institute
of Leningrad State University, and on March 23, 1935 at the Session of the USSR
Academy of Sciences in Moscow.

© 2004 by Chapman & Hall/CRC



370 V.A. Fock

where (dp’) = dpdp)dp’, is an elementary volume in the momentum
space. First we consider the discrete spectrum, for which the energy F
is negative, and denote mean-square momentum as po:

Po =V —2mkE. (2)

We shall treat components of momentum p divided by pg as rectan-
gular coordinates on the hyperplane which is stereographic a projection
of a sphere in the four-dimensional Euclidean space. The rectangular
coordinates of a certain point on the sphere will be

&= 22]90]71 = sin acsin ¥ cos ¢,
P +p?
n= 22popy2 = sin asin ¥ sin ¢,
Pot+ P
2p0pz .
¢ = = sina cos ), (3)
pg +p?
X pé —pz = cos q,
pyt+p
being
E+n’++x* =1 (3%)

The angles «, 6, and ¢ are spherical coordinates of a point on a hy-
persphere. At the same time, angles 6 and ¢ are ordinary spherical co-
ordinates characterizing the momentum direction. The surface element
of a hypersphere is equal to

dQ = sin” ada sin 9ddde. (4)

It is related to the volume element in the momentum space by

1
(dp') = dpl,dp,,dp, = p*dpsin 9dddp = @(pﬁ +p°)%dQ. (5)
0

Let us denote for brevity

hpo  hv/—2mE
and introduce instead of ¥ (p) the function

™

(o, 9, 0) = \/gpag(pg +p°)*Y(p). (7)
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Here the factor is chosen to fulfill the normalization condition?

ooz [ 19(@0.0) Pdsz:/p 26 | y(p) |? (dp) =

- / | 6(p) 2 (dp) = 1. ")

In new notations, the Schrodinger equation (1) takes the form

A U, ¢) .,
9, — 240 8
(a9, ) = 27r2/ 4sin2% (®)

where 2sin 7 is the length of a chord and w is the length of a great circle
arc joining the points «, 6, ¢ and o/, #’, ¢’ on the four-dimensional
sphere, so that

4sin® = = (E—= &P+ -0+ (- )P+ x—X)? 9)

or
cosw = cosacosa’ + sinasina’ cosy, (10)

cosy being of common value
cosy = coscos? + sintsind’ cos(p — ¢). (10*)

Equation (8) is nothing else but an integral equation for spherical
functions of the four-dimensional sphere. To prove this, we need to recall
some basic notions of the four-dimensional potential theory. Let us put

r1 = Tf, To =T7), xr3 = TC7 Ty =TX (11)
and consider the Laplace equation

82u 0%u  0%u 82u

=0. 12
o2 "o T ol T 02 (12)

Let us introduce the function

1 1
G = — 1
ot (13)
where R? and R? are

R? =72 + 7% — 2r1' cosw; R? =1—2r cosw +r*r'?.  (14)

2Recall that the four-dimensional sphere surface area is equal to 272 so that, e.g.,
the function ¥ = 1 fits this condition. (V. Fock)
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This function can be called the Green’s function of the third kind because
it satisfies the boundary condition on the sphere surface

%—FG:O at 1 =1. (15)

By the Green theorem the function, which is harmonic inside the

sphere, can be expressed through the boundary value of u + % as

1 Ou
u(xy, o, 3, 24) = ﬁ/ (u+ (‘37") GasY'. (16)
r'=1

Let u be a homogeneous harmonic polynomial of degree n — 1
u(zy, oo, x3,24) = r" 10, (0,9, 9)  (n=1,2,3,...). (17)

Then we shall have

Ju
(U + 87.)7‘_1 = nu = n‘l’n(avﬂv %0) (18)

Putting these expressions into (16) and using (13) and (14) for ' = 1,
one gets

n—1 n \Ifn(O/, 19/7 (P/) /
U, (o,d,¢) = — [ ———1"T2_qQ'. 1
" (@3, ¢) 272 / 1—2rcosw + r2 (19)

This equation is valid also for » = 1 and in this case can be reduced to
(8); the parameter X is equal to integer n

Zme?
A= —— =n, =1,2,3,...), 20
ey i (n ) (20)

and obviously is the principal quantum number.

Hence, we showed the solution of the Schrodinger equation to be the
four-dimensional spherical function.? So we found the Schrédinger equa-
tion transformation group as well. Obviously, this group is equivalent to
the four-dimensional rotation group.

3 Applications of four-dimensional spherical functions to the theory of a spherical
top has been given by Hund [F. Hund, Gottinger Nachr., M.-Phys. Kl., 1927, 465].
(V. Fock)
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2. We will give the following explicit expression for the four-dimen-
sional spherical function

Uoim (a9, @) = I (n, @) Yim (9, @), (21)

where [ and m have the usual meaning of azimuthal and magnetic quan-
tum numbers and Y}, (6, ¢) is a standard spherical function normalized
by the condition

1 T 27
—/ sin19d19/ | Ui (9, 0) |2 dp = 1. (22)
4 0 0
If we set
MP =n2(n?—1)...(n* = 1%, (23)
then the function normalized according to

2 U
f/ 17 (n, @) sin® ada = 1 (24)
0

™

can be represented either in the integral form

M « — L
(n, ) = — b / cosn. CB8B—cosa) g (25)
sin ™t a J, !
or as a derivative
sl I+1
sin' a d' 7 cos no
II = . 25*
1n; @) M; dcosalt? (25%)
At [ =0, both formulae give
sinno
II = . 2
o(n,0) = (26)

Note that these formulae give the determination of the function II;(n, a)
also valid for complex n (continuous spectrum). The function II; satisfies
the following relations:

11
—% +lcotall; = v/n?2 — (14 1)2 Ij4q; (27a)

dIl
d—l+(z+1 cotall; = \/n2 — 1) II,_q, (27b)
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where from a differential equation it follows*

211, LA (4

I 211 =0. 28
da? da sin? o F )T (28)

3. Let us turn now to the derivation of the addition theorem for four-
dimensional spherical functions. Equation (19) is an identity relative to
r. If we expand the integrand as a power series in r,

Z e 1smk:w7 (29)

172rcosw+r2 sinw

and compare the coefficients in the right- and left-hand sides of (19), we
get

n / U (a0 ) S G0 W (0,9, ). (30)

272 sinw

But the quantity nséf‘n”:’ as a function of «, 6, ¢ is a four-dimensional

spherical function that can be expanded in series of functions W, (o,
0',¢"). The expansion coefficients are determined by relation (30) (at
k =n). Thus, we arrive at the addition theorem

n—1 l

blnnw
Z Z nlm «, 19 90) nlm(a 19 (P) (31)
1=0 m=—1

sin w

If we substitute here relation (21) and use the well-known addition the-
orem for three-dimensional spherical functions, then we can rewrite (31)
in the form

smnw Z (n, o) (n, o) (21 + 1) Pi(cos ), (32)

sin w

where P is the Legendre polynomial, and cos+y is determined by (10%*).
We wrote the summation limits as 0 and co. For integer n, series (32) is
truncated at [ = n — 1, but it is possible to prove that addition theorem
(32) is also valid for the complex values of n.

4In his work on the wave equation for the Kepler problem, Hylleraas [E. Hylleraas,
Zs. Phys. 74, 216, 1932] derived a differential equation [see (9g) and (10b) of his pa-
per], which can be easily reduced to that for the four-dimensional spherical functions
in stereographic projection. [With the kind permission of E. Hylleraas, we correct
here the following misprints in his works: in the last term of equation (9f) as well as
of (9g) the magnitude E must have a factor 4]. (V. Fock)
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4. We investigated integral equation (1) for the case of a discrete spec-
trum. For a continuous spectrum one needs to consider (instead of a
four-dimensional sphere) a two-sheet hyperboloid in the four-dimensional
pseudo-Euclidean space. One sheet of the hyperboloid corresponds to the
momentum inside the interval 0 < p < v2mFE and the other one corre-
sponds to the interval vV2mE < p < oo. In this case, the Schrodinger
equation can be written as a system of two integral equations connecting
the values of the desirable functions on both sheets of the hyperboloid.

We can give the following geometrical interpretation of our results.
In the momentum space in the case of a discrete spectrum, there is the
Riemann geometry with the constant positive curvature and in the case
of a continuous spectrum there is the Lobachevskii geometry with the
constant negative curvature.

The geometrical interpretation of the Schrodinger equation for a con-
tinuous spectrum is less descriptive than that for the case of a discrete
spectrum. Therefore, it is reasonable first to obtain the formulae for the
point spectrum and only in the final result take the principal quantum
number to be imaginary. This can be done because II;(n, ) are analyt-
ical functions of n and «, which for the complex values of n and « differ
from those for a discrete spectrum by constant factors only.?

5. Now let us list briefly the problems to which the presented theory of
hydrogen-like atoms can be applied.® In many applications, e.g., in the
theory of the Compton effect by bounded electrons [2, 3] as well as in the
theory of inelastic electron collisions by atoms [4], in the mathematical
sense the problem is reduced to the following. The projection norm [5] of
the given function ¢ on the subspace of the Hilbert space, characterized
by the principal quantum number n, needs to be found. In other words,
one needs to find the sum

N = / PogPdr =3 / Do 07 2. (33)
lm

In calculation of this expression, the main difficulty is to sum over I,
especially for the cases when the level belongs to the continuous spectrum
(imaginary n) and the sum is of an infinite number of terms. Sometimes
it is possible to reduce the sum to the integral by using the parabolic

5See [1] V.A. Fock, Basic quantum mechanics (Nachala kvantovoj mekhaniki),
Leningrad, Kubuch, 1932, 162 (in Russian), egs. (16) and (17); eq. (17) should be
corrected, namely, factor v/2 should be omitted. (V. Fock)

SWe propose to treat these problems in a separate paper in more detail; it will be
published in Phys. Zs. Sowjetunion. (V. Fock)
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quantum numbers and make the summation in an explicit form, but
corresponding manipulations turn out to be extremely complicated.

If, however, we use the group symmetry of the Schrodinger equation
and the addition theorem (31) for its eigenfunctions, then the calculation
is drastically simplified. The expression for the whole sum often appears
to be simpler than that for its individual term.

Similar simplifications appear in the application of our theory to the
calculation of the projection norm of a certain operator L on the n-sub-
space, i.e., to the calculation of the double sum

N =YY / Dot Lmirmedr 2 (34)

Im U'm’

The expressions of the type (34) arise, e.g., in the calculation of the
so-called atomic form-factors. Here the operator L in the momentum
representation is of the form

L=e"%;  Ly(p) = ¢(p—k). (35)

The calculation of (33) and (34) is based on its invariance to the
choice of an orthogonal system of functions W¥,,;,,, in the n-space. The
orthogonal transformation of coordinates &, 7, (, x (four-dimensional ro-
tation) corresponds to the introduction of a new orthogonal system of
functions only and, therefore, does not change the values of sums (33)
and (34). But this four-dimensional rotation can be chosen in such a
manner so as to simplify integrals in these formulae or to put them to
zero (except a definite number of them). Note that in (34) we can ap-
ply two different rotations of arguments of functions W,,;,,, and Wy,
that correspond to two independent orthogonal substitutions of these
functions.

6. The expression for projection P,p of function ¢ onto the n-
subspace, entering (33), is of the form

Pop= Z Ynim /anlmgpdr (36)

lm

In the momentum representation, a kernel of the projector P, is

00 (P, P) = Y Pt (P )¥onim (P). (37)
im

By relation (7) we can express the function ¥,,;,, through the four-
dimensional spherical functions. Since the mean-square momentum pq
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depends on the principal quantum number n, we shall denote it by p,
and rewrite (7) as

W (a9, ) = %p; 22 + p*)*nim (). (38)

By substituting this expression into (37) and using the addition theorem
(31), we get

8p> sin nw

(P, p) = n . . 39
elPP) = o P 4 2 s 39

In the particular case of p’ = p, a simple result follows:

8p>
n(PyP) = 55— 40
0 (p p) 7T2(p2 +p%)4 ( )
The integral

4 / on(p, p)p*dp = 1 (41)

is equal to the dimension of a given subspace.

7. The success of Bohr’s scheme for the Mendeleev periodic system and
good applicability of the Rietz formula for energy levels show that the
assumption that the atomic electrons are in the Coulomb field can give
a satisfactory approximation.

Therefore, it is interesting to consider the following simplified variant
of the Bohr model of an atom. The atomic electrons are subdivided on
“large layers”; all electrons with the same principal quantum number n
belong to the large n-layer. Electrons of the large n-layer are described
by hydrogen-like functions with the effective nuclear charge Z,,.

Instead of Z,, one can also introduce the mean-square momentum
pn connected with Z,, by

Zn = npn% (a is “the hydrogen radius”). (42)
Under these assumptions, one can express the atomic energy as a func-
tion of the nuclear charge and parameters p,, and then determine these
parameters from a variational principle. Here one needs to take into
account the following. Although our wave functions of electrons belong-
ing to the same large n-layer are orthogonal to each other, they are not
orthogonal to the wave functions of other large layers. Therefore, in this
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approximation we have to neglect the quantum exchange energy between
electrons of different large layers and take into account the exchange en-
ergy between electrons of the same large layer only.

Application of this calculation method to atoms with two large layers
gave very satisfactory results. For a Na® atom (Z = 11) we obtained
the following values of the parameters p; and ps (in atomic units):

p1=10.63; p» =345 (Z=11), (43)
while for AIT++(Z = 14) they are
pL=12.62;  po = 4.45. (44)

A simple analytical expression follows for a screening potential in this
method. If we substitute in it the above obtained numerical values of p;
and po, then its value practically does not differ from the self-consistent
field obtained in Hartree’s method by an incomparably complete way
of numerical integration of the system of differential equations. For the
sodium atom, our analytical result gives the value of the potential lying
between the self-consistent potential obtained with and without quantum
exchange [6].

Therefore, it is very probable that the accuracy of the proposed meth-
od for many-electron atoms will be pretty high at least for not very heavy
atoms.

So far as this description corresponds to reality, the “mixed charge
density” in the momentum space can be represented by a sum of expres-
sions (39) for different large layers in an atom. The knowledge of the
mixed charge density — as it has been stressed by Dirac [7] — allows one
to give answers to all atomic problems, in particular on the light scatter-
ing by atoms and the inelastic electron scattering (atomic form-factors).
For example, we present here an explicit expression of the atomic factor
F, for a large n-layer. In atomic units, we have

F, = / ¢ g, (x, 1) (dr) = / on(p.p — ) (dK). (45)

If we substitute here instead of o, (p,p — k) its expression that follows
from (39), then the integral can be expressed in an explicit form. Putting
for brevity

Ap, — K2
xr = Wa (46)
we obtain
1
Fa(@) = paTa(@)(+ 0 Paa) + Piy@)}, (47)
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where T/ (x) is a derivative of the Chebyshev polynomial with the mini-
mum deviation from zero

T,.(z) = cos (narccos x) (48)

and P/ is a derivative of the Legendre polynomial P, (z). Obviously, for
k=0it will be z = 1 and F,(1) = n%

The sum of expressions (40) over all large layers in an atom is pro-
portional to the charge density in the momentum space. It can be com-
pared with that obtained by the Fermi statistical model of an atom;
the latter appears to be less accurate than ours. For Ne (Z = 10) and
Na®™ (Z = 11) atoms; we obtained a good coincidence for large values
of p, while for small p (p < 2 in atomic units) Fermi’s result gives a too
high value of the charge density.

Note in conclusion that though our method can be applied rigorously
to atoms with complete large layers only, it can serve as a basis for
calculation of an atom with uncompleted layers.
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35-2
Extremal Problems in Quantum Theory

V.A. Fock

Leningrad

UFN 15, 341, 1935

1 Introduction

The subject of my talk is the relations between the mathematical theory
of extremal problems and the physical theory of quanta.’

The theory of quanta, or quantum mechanics, studies phenomena in
the world of bodies of atomic scale. It turned out that the usual notions
of motion and the usual methods of description of a mechanical system
were inapplicable for such bodies. One needed to find another formula-
tion of the basic laws of nature instead of the old one based on obser-
vations of bodies containing a very large number of atoms. The drastic
revision of all usual notions of mathematics and physics was required.
As a result of this revision and due to the efforts of several scientists
such formulation has been found and the theory, which is as elegant and
complete as the Newton mechanics is, has been created. This new theory
— the new quantum mechanics — contains the Newton mechanics as a
limiting case. Although some particular questions and problems remain
open, the basic principles and the mathematical technique of the new
theory can be considered to be completely established.

The role of this mathematical technique is played by the field of
mathematics dealing with linear operators, their characteristic functions
and numbers, i.e., the class of problems that is usually called by the
German word Figenwertprobleme.

INote added in proof. Recall that this talk was given in 1930. At present (1935),
the notions described herein are commonly known. The description, which is the
closest to the present talk, is given in the book V.A. Fock, Basic Quantum Mechanics
(Nachala Kvantovoj Mekhaniki), Leningrad, Kubuch, 1932 (in Russian). (V.A. Fock)
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2 Description of Physical Quantities

The first question to be answered in the new theory is the question
how a given physical quantity should be described, i.e., to which math-
ematical notion should it be assigned. In classical mechanics, numbers
were assigned to physical quantities such as coordinates and velocities
of particles. The numbers represented the values that the corresponding
quantities were able to take.

In quantum mechanics, it is a certain linear operator rather than a
number that is assigned to any physical quantity. In order to clarify
the meaning of such an assignment, consider an example taken from
the classical (not quantum) physics. The equation for the amplitude of
oscillations of a membrane as it is well known reads as

2 2
%—l—g—yz—i—)\u:(), or —Au = A\u,
where A is the Laplace operator and the parameter \ is related to the
oscillation frequency by the equality

where a is a constant.

In quantum mechanics, such relations would be interpreted as if the
frequency squared is described by the operator —a?A. Or, in other
words, the operator w? equals —a?A.

As in this example, the characteristic numbers A of the operator of
a given quantity A are interpreted in quantum mechanics as the values
that this quantity is able to take. One can also say that the fundamental
function u(x,y,w) describes the state of the membrane with oscillation
frequency w.

As in the above, in quantum mechanics the fundamental function
for a given characteristic number )\’ is said to describe such a state of a
physical system for which the quantity X is equal to \.

3 Construction of Quantum Operators
The question arises how one can find the operator corresponding to a

given physical quantity. This question can be solved by analogy with
classical mechanics. In quantum mechanics, one managed to find an
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operation analogous to the Poisson bracket [f, g] of two quantities f, g.
If we denote the corresponding operators by the same letters, we get

[f, 9] — %(fg —9f),

where h is a certain constant having the dimension of the action and
numerically equal to

h=6.55-10"2"erg-s.

Consider the coordinate x and the corresponding “momentum,” i.e.,
the component of the momentum p,. According to classical mechanics,
the Poisson bracket of these two quantities equals unity; this equality is
transferred to quantum mechanics. We have

21

T(pxﬂi - :cpx) =1,

where by x and p, we already understand corresponding operators. This
relation can be satisfied assuming that x is the operator of multiplication
by the coordinate x, and p, is the operator

h 0
Pz = i O
and analogously for the other two coordinates
h 0 h 0
by = %87;7 bz = i 02

Therefore, we found the operators for the components of the particle’s
momentum. More complicated operators are constructed out of them
by analogy with classical mechanics; for instance, the operators for the
rotational momentum are

0
My = YPr — ZPy = omi (yaz - Zay) )

h ( 0 a)
My = 2P — TPz = - |25 —T37_ |,

271 ox 0z
e —ap —ap. = (g2 O
2T Py T YPr = 5 Oy ox )’

and the operator of the full energy of a particle with the potential energy
U(z,y,z) is given as
2

h
A .
87T2m +U($,y,z)

1 2 2 2
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4 Examples of Physical Interpretations of Operators

Let us find characteristic numbers and fundamental functions of some of
these operators.

The operators p;, py, p. commute with one another and, hence,
have common fundamental functions. If we denote their characteristic
numbers, as it used to be in quantum mechanics, by the same letters
with primes, then their common fundamental function writes down as

1/} _ 62}7:74

In order that the function ¢ remains finite in the whole space, it is
necessary and sufficient that p/,, p;, pl, are real. Physically, it means that
the momentum components may take only real values.

The function 1 describes the state of a particle with the momentum
having definite values of components p,, pi,, p..

The operators mg, my, m, do not commute with one another and
have no common fundamental functions (except for the constant one).
It means that there exists no state of a particle such that three or even
only two of the angular momentum components have definite nonzero
values.

If we construct the operator for the total angular momentum squ-
ared M? = m3 + m2 + m?, we can assure ourselves that it commutes
with each of the operators mg, my, m,. Therefore, the operators M 2
and, for instance, m, have common fundamental functions. It means
physically that the full angular momentum and its component along the
z-axis may have definite values. Let us find the fundamental function
describing such a state of a particle. In polar coordinates r, 6, ¢, the
operators m, and M? read as

(zpl+yp,+2pl)

_ h o
K e
BT 1 9 8 1 6% )
M%) =——— — [ sing== 2 = M.
v 472 Lin2 0 06 (SmG 00 > + sin® 6 8@2} M7y

These are the known equations for the spherical functions. Their solution
satisfying the single-valuedness condition is

Y= f(r)eim“”Pllml(cos 0).
Here | and m are integers:

1=0,1,2,...; m=-l,—-l+1,...,L
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The characteristic numbers of our operators can be expressed via [ and
m in the following way:

h2

2
m, = —m, M’ =1

— 1+ 1).

Therefore, we obtained the values, which the angular momentum can
take, and the expression for the function describing the corresponding
state of a particle.

5 Statistical Interpretation of the Fundamental
Functions

It is clear from the examples considered which meaning could be given
to the description of a state of a particle by the function of coordinates
¥(x,y,z). This function admits the following statistical interpretation.
The quantity

[ (2, y, 2)|*dxdydz

/ / o, y, 2) Pdwdydz

is the probability that if one measures the coordinates of a particle in
the state v, then one gets them within the limits (z,z + dz), (y,y +
dy), (z,z + dz). For a normalized function, such probability reads in a
simpler way:

[¥(2, y, 2)|*dadydz = | |*dV.

The total sum of the probabilities is obviously equal to unity.

Let ¢(x,y,2; \') describe the state of a particle for which A equals
N5 in other words, let ¥ (z,y,2; \') be the fundamental function of the
operator A corresponding to the characteristic number ). Then the
probability of obtaining A" as a result of the measurement for a particle
described by some other function ¢(z,y, z) is given by

’>:\/¢de2

provided that both functions ¢ and v are normalized. The completeness
theorem manifests itself in the fact that the values A, N’ etc. are the
only possible values.

Assume that ¢ is the fundamental function of the same operator
as that for the function v but corresponding to another characteristic

9
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number \”; then

2

‘ / B, g, 2 N, g, 2 N)dV| = 0.

Therefore, the orthogonality expresses the fact that the values A = X
and A = )\ are incompatible.

One can pass from the probabilities to the expectation values. The
expectation value of X in the state ¢ is

ev. \ = Z Nw(N),
)\/
and by the completeness theorem this equation is equivalent to

ev. A= /ELgpdV,

where L is the operator of the quantity A.

In the continuous spectrum case the integral of the absolute value
squared of ¥(z,y, z;\') diverges. It is an expression of the fact that
the probability for the quantity A to be exactly equal to \ is exactly
zero. The standard normalization condition for the continuous spectrum
consists of the following. One introduces the square integrable functions

MN4+AN
e,y A AN) = / By, AN,

’

satisfying the condition

1
lim

- . 2 v
i o [z AP < 1

It corresponds to the fact that the probability for the quantity A to
belong to the interval (A, X + AM) is finite and equal to

[ (z,y, 2 A, AX)[PAN

provided that A\ # 0 and the coordinates have the given values z,y, 2.

We see, therefore, that a certain physical notion corresponds to each
notion from the mathematical theory of linear operators. One can make
a dictionary to translate the notions from the mathematical language to
the physical one. Such a dictionary would look as follows:
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Mathematics

Physics

Linear operator L
Characteristic numbers )\’

Fundamental function for the
characteristic number \

Commutativity of operators

Absolute value squared [¢|? of the
wave function

Normalization [ [¢|2dV =1
Orthogonality [@ydV =1
Completeness of the system of
fundamental functions ) (r; \')
Integral [ LydV

Square of the decomposition
coefficient of o(r) by ¥ (r, \'),

— 2
| 9(r, N)p(r)aV|
Normalization for the continuous
spectrum

Physical quantity A
Values taken by the physical
quantity

State of a mechanical system for
which A equals \

Simultaneous observability of
physical quantities

Probability density

Total sum of probabilities equals 1
Incompatibility of states ¢ and ¢

Values A = N, X\ ...
possible ones

are the only

Expectation value of quantity \ in
state 1

Probability of the equality A = X
in the state ¢

Finite probability of the inequality
N <A< N+ AN

Apart from the operators acting on the functions of the coordinates
of one particle considered here, quantum mechanics considers operators
of other types, e.g., finite and infinite matrices. But in any case, the
interpretation of their characteristic numbers and fundamental function

remains unchanged.

6 Conclusion

My main aim in this talk was not only to describe the basics of quantum
mechanics, but rather to acquaint the reader with the language of this
theory. The mathematical technique of the quantum theory is the theory
of linear operators. And if I managed to give an impression of the close
relation between both theories, the aim of my talk has been achieved.

Translated by V.V. Fock
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The Fundamental Significance
of Approximate Methods
in Theoretical Physics

V.A. Fock

Leningrad

UFN 16, N 8, 1070, 1936

1. The aim of theoretical physics is the mathematical formulation of
the laws of nature. This problem is closely related to but by no means
equal to that of mathematical physics — to solve equations put forward
by theoretical physics. Equations of theoretical physics can never be
absolutely accurate: one always has to ignore this or that secondary
factor while deriving them.

The correct account of all really essential factors for a physical prob-
lem is called physical rigor. Physical rigor is necessary for solving phys-
ical problems as common mathematical rigor does for solving the prob-
lems of the analysis. One of the most important and difficult questions
in each particular field of theoretical physics is to what extent the re-
quirements of physical and mathematical rigor are satisfied when the
problems in a given field are posed and solved. An investigation of this
kind is especially important in the field of laws of elementary physics —
the field which is close to the theory of the structure of matter. However,
the attempt to give such kind of analysis of physical rigor to the existing
formulation of the elementary physical laws is out of the scope of this
paper. I should like to dwell upon another question closely connected
with it, i.e., upon the formation of a physical notion itself.

Assume that we have a more general physical theory and a more
particular one, the particular theory being included into the general
one as a particular case. The transition from the particular theory to
the general one is certainly related to the introduction of new physical
notions. Usually we pay attention to this aspect of notion formation,
namely, to the acquirement of new concepts during a generalization of the
theory. However, the development of physics during the recent decades
has shown that the opposite process, such as the rejection of old physical
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notions, is closely related to the generalization of the theory.

Consider, e.g., Newton classical mechanics and the special relativity
mechanics (the special relativity theory appears in this case to be more
general, compared with Newton mechanics). In Newton mechanics we
deal with absolute time; the notion of the simultaneity of two events does
not require any special assumptions (a fixed coordinate system and so
on) and in this sense it is an absolute notion. The notion of simultaneity
is lost in the relativity theory. It might be impossible to say without
special remarks which of two events has taken place earlier, and which
later. The simultaneity becomes an approximate notion, applicable only
in the cases when it is possible to neglect the time interval needed for
the light to pass the distance between the points, where the discussed
events take place (for events on the Earth and on the Sun this time
interval is about 500 sec.). Thus generalization of physical theories is
related not only to new notions, but also to the denial of old ones. It is
important now to draw attention to the following psychological factor:
the rejection of old, usual physical notions is much more difficult than
the assimilation of new notions, which are not related to such kind of
rejection.

In order to clarify such a necessity, we shall try to follow the process of
the formation of notions in the direction opposite in a sense to the historic
development of a theory. If one follows this direction, one should proceed
from the currently most general physical theory; we convince ourselves
that at each simplification, at each transition to a more particular theory
newer and newer physical notions arise. But, therefore, it becomes clear
that the opposite process — the transition from a more particular theory
to a more general one — must be related to the rejection of some physical
notions.

We choose such a method of consideration — sequential simplifica-
tion of a theory — since it is easier to follow from the mathematical point
of view. The transition to a simplified theory means, as a matter of fact,
the usage of one or another approximate method based on the possi-
bility to ignore one or another secondary factor, one or another small
quantity in the problem. The validity of given approximate methods —
then physical rigor — can be estimated by means of usual mathemat-
ical inequalities, which characterize the negligibility of the quantities
omitted in the situation. However, this “error evaluation” in common
sense gives at the same time the applicability criteria for physical no-
tions connected with this approximate method. Thus, a more difficult
logical, or perhaps philosophical question concerning the applicability of
some physical notions acquires here a concrete mathematical expression.
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Thereby, the fundamental significance of the approximate methods in
theoretical physics is clarified.

2. As we have already mentioned, the equations of theoretical physics
are never absolutely correct. Even the most general theory at the present
period of the development of physics cannot aspire to be universal be-
cause it contains a number of physical neglects in itself. That is why to
start to formulate such a theory, first of all, it is necessary to establish
what are these neglects and what are the applicability limitations of ba-
sic physical notions operated by this theory. One of the most general
existing physical theories appears to be quantum electrodynamics. This
theory does not examine the nature of the atomic structure of matter,
but takes it as an experimental fact. The structure of material particles
is not examined, either, and these particles are characterized by certain
constants, by their charge and mass, in particular. The mass of a particle
is an approximate notion. According to the relativity theory the mass m
is related to the energy mc?, but if two particles interact so powerfully
that their energy becomes comparable to mc?, then the notion of mass
loses its definite meaning. Such a considerable interaction energy may
be observed in nuclear processes and manifests itself in breaking rigorous
mass additivity. For instance, the mass of a particle consisting of two
protons and two neutrons turns out to be less than the sum of masses
of the constituent particles up to a quantity equal to their interaction
energy divided by ¢2. Due to their small mass and large interaction en-
ergy, the notion of mass loses its meaning for electrons more often than
for heavier particles (protons and neutrons); that is why it is impossible
to talk about electrons and nuclei as separate particles. All these in-
tranuclear processes are outside of the applicability domain of quantum
electrodynamics.

As to the charge of a particle, it possesses a property to take values,
multiple of a certain elementary charge, so the additivity is evidently
observed in this case. But the number of particles itself is not constant.
The experiments of recent years showed us that under the influence of
sufficiently high-frequency radiation, pairs of particles with equal masses
but opposite charges (electrons and positrons) can be created.

If we do not examine intranuclear processes, are not interested in the
structure of particles of matter and ignore the possibility of the creation
of pairs, then we can use quantum electrodynamics in such a form as
it was developed, e.g., in the works of Heisenberg and Pauli or Dirac,
Podolsky and myself.

The possibility of the creation of pairs can be taken into account in
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the framework of the existing theory.

The idea of the quantum electrodynamics is that a group of a given
number of n particles of matter and indefinite number of light quanta is
considered as one system. This system consisting of matter and electro-
magnetic field possesses an infinite number of degrees of freedom. Denote
by « the variables related to a single particle of matter (the coordinates
and the so-called spin), and by k the variables related to a light quantum
(a wave vector and a polarization of the corresponding plane wave), then
the states of such a system can be described by means of a sequence of
functions

Yo, 1, YN, - (1)

where
VN = (a1, 29, ,. .., Tni k1, Koy .. k) (2)
and the function ¥y should be symmetric with respect to the variables
ki,ko,...,kn. Instead of the sequence of functions, one may consider,

as I have already shown in [1], one quantity, i.e., a functional Q of a
certain auxiliary function b(k). This functional looks like

For the physical interpretation of this functional, it is sufficient to
give an expression for the scalar product of two functionals ©Q and €.
This scalar product (£2,€’) has the same physical meaning as the scalar
product

(w.0) = [Buar

of two usual wave functions in quantum mechanics.
If the functional  looks like (3) and the functional Q' is made in a
similar way out of the functions ¢/, then their scalar product is

(Q,Q) = /dml...dmn {wong +) /szzp;del...dkn} )
N=1

Assume Q' = Q, so that ¢y = ¥n; then individual terms of the
expression may be interpreted as probabilities.
For instance, the integral

/da:1 . dry, /Edekl ...dky (5)
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is the probability of the existence of exactly N light quanta.
The time dependence of the functional €2 is determined by the equa-
tion

o0 ' -
Hw —ih— = G*kJerka}dk, 6
oy = va [ {610 + GO ©)
where 5%/(% is the functional derivative of 2 by b(k), defined as a coeffi-
cient in the expression for the variation
!/
QO -
00 = (i ob(k)dk . (7)
0b(k)

The quantities G(k) and G(k) are certain given operators. The operator
H from the left-hand side of equation (6) is the usual full energy operator
for the system of n particles of matter

n

u>v=1

The right-hand side of equation (6) represents the interaction energy
operator between the particles and the radiation (the latter energy is
taken with the opposite sign). Here « is the so-called fine structure
constant ) )
e
“The T 1373 ©)
The derivation procedure of equation (6) is mathematically not rig-
orous; computations of the operator H (8) lead, e.g., to a double sum,
where terms with u = v exist. One has to cross these parts out because
they represent an infinitely large constant. Such kinds of assumptions
that result from the concepts, lying in the basis of the theory, are un-
doubtedly its serious defects. Nevertheless, in a certain approximate
theory these tricks are physically necessary. As a matter of fact, they
represent a rough method, using which the defects of the first formula-
tion, accounting for the role of the light quanta with very large energy
in a wrong way, are corrected.!
Not only the derivation of wave equation (6) but also its solution
cannot be called mathematically rigorous. Formally viewed, these ap-
proximated methods are based on the fact that the parameter v/« in the

IThe premises of the theory fail when the energy of a quantum /v becomes of
2
the order of ™<- where m is the electron mass. Nevertheless, deriving the quantum

electrodynamics formulae, it is necessary to integrate over v up to infinity. (V. Fock)
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right-hand side is small. From the physical point of view, it corresponds
to the secondary role of the interaction of particles with radiation with
respect to the interaction between particles themselves; this fact has
been checked experimentally. However, the attempt to look for a solu-
tion of the wave equation as a power series in y/a leads to reasonable
results only if one takes several terms of this series, neglecting terms of
the order greater than o or o?. It is impossible to give any physical
meaning to the other terms because they contain expressions like prod-
ucts of a small coefficient and a divergent integral. Thus, in order to
obtain minimal physical rigor here, we need to give up a mathematical
one. Nevertheless, despite all its drawbacks, the theory based on wave
equation (6) describes quite well a broad class of physical notions. It
reproduces the processes of radiation of the atoms and molecules with
great precision and lets one determine not only the frequencies but also
the natural width of the spectral lines. It leads to the right formula
for the dispersion of light by free electrons (the Klein—Nishina formula).
Finally, it gives corrections to the Coulomb law for the interaction be-
tween electrons; these corrections come from radiation and absorption
of light quanta by electrons (in the classical theory, the corresponding
corrections are interpreted as accounting for retarding potentials).

3. From quantum electrodynamics, the main ideas of which we have
tried to convey, we will now proceed to the usual relativity theory.

The main subject of quantum electrodynamics is to formulate the
laws of interaction of particles of matter with radiation. When this
interaction is taken into account, an excited atom (i.e., an atom pos-
sessing not the least possible energy, but a larger one) can emit a light
quantum and transit to a lower energy level. The duration of the atom
dwelling on the exited state is limited, so strictly speaking this state is
not stationary (it is the natural width of spectrum lines that is related
to this fact). If we neglect the interaction of atoms and radiation, then
we come to the new physical notion of an atom’s stationary state. We
have now an opportunity to speak about an atom as being a mechanical
system in its proper meaning. Thus, the notion of a mechanical system
arises that is related to the neglect of the interaction between matter
and radiation. But we can do one step more: we can neglect relativistic
corrections. This neglect is valid if the velocities of the constituent parts
of the system are small in comparison with the speed of light:

v
- << 1. 10
' < (10)
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For electrons in an atom the ratio v/c is of the order of

S (11)
c YT 13703

| <

Therefore, for electrons the validity of this neglect is related to the ne-
glect of radiation. (Recall that in formula (6) the interaction energy of
particles of matter with radiation has a factor of \/a.)

Assumption of new physical notions concerning separation of the
space and time and absolute simultaneity is related to the neglect of
the corrections related to the relativity theory. These neglects simplify
our problems: from quantum electrodynamics we proceed to quantum
mechanics (in its proper meaning) and to the Schrodinger theory. For-
mally the neglect of radiation corresponds to crossing out the right-hand
side of equation (6) and to the substitution of the functional €2 by its ze-
roth expansion term 1. Then, by neglecting the relativistic corrections
we will come to the usual Schrodinger equation,

0
Hy =ih 5 (12)
where the energy operator looks as (8). If one adds the potential energy
of the particles in an external field (which is omitted in equation (8)) to
this operator, it takes the form

n

h2 - u*-v
H:fZRAS+;US(xS)+ 3 ﬁ (13)

s=1 u>v=1

where Ay is the Laplace operator acting on the coordinates of the parti-
cle number s. The theory based on the Schrodinger theory is much more
satisfactory from the mathematical point of view than quantum electro-
dynamics. In this case, the problems can be formulated quite rigorously
(in the mathematical meaning). The nonrigor assumed during its solving
comes only from the difficulty of the problem but not from the shortage
of the initial equations as it takes place in quantum electrodynamics.
From the physical point of view this theory — quantum mechanics in
its proper meaning — presents a closed logical scheme operating with
notions defined sufficiently rigorously. In all the cases when the basic
assumptions of the theory are fulfilled (where the most important of
them have been already mentioned) the calculations made on the basis
of quantum mechanics are in complete agreement with the experiment,
if only the latter has been performed with sufficient precision. The as-
sumptions of the theory are fulfilled in most of the problems related to
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atoms and molecules. Therefore, quantum mechanics spreads all over
the theory of structure and interaction between atoms and molecules,
including chemistry.

According to quantum mechanics, the state of a mechanical system
is described by the wave function 1, satisfying the Schrédinger equa-
tion (12). The knowledge of the wave function gives us all the infor-
mation about the system, which can be obtained as a result of a cer-
tain maximally complete experiment on it. Under the maximally com-
plete experiment we understand such a one, which gives the values of
all mechanical quantities that can be measured simultaneously. (Mea-~
surements of different quantities may interfere with one another.) The
maximally complete experiments may be different according to the selec-
tion of quantities measured. One can also say that the physical meaning
of the wave function consists in representing the collection of information
about the system obtained as a result of a certain maximally complete
experiment. The meaning of wave equation (12) is that it allows one to
proceed from experimental data or information related to the initial mo-
ment (the initial value of the wave function) to the information related
to a later moment (the value of ¢ at the moment ¢). The information
written down in the form of a wave function also allows one to calculate
the probabilities of different results of later measurements of different
quantities, and also the mean value of such measurement results.

Here we shall not dwell upon the question about the recording of
experimental data for the case when this experiment is not maximally
complete? but we shall rather pay attention to the following circumstance
important to our analysis of the formation process of a physical notion.

In quantum mechanics, the notion of a system state is merged with
the notion of the maximally complete data or information obtainable
about the state. It is related to the fact that the laws of quantum me-
chanics lead to the conclusion of impossibility of an objective description
of the detailed behavior of physical processes. In fact, the description by
means of the wave function is not objective in the common meaning.?
It can be shown especially clearly by example of the so-called dispers-
ing wavelet. According to quantum mechanics, a free particle with the
initial position and momentum known with a precision allowed by the

2The mathematical approach to this notion was investigated in detail in the book
by J. v. Neumann, [2]. (V. Fock)

3See the articles by A. Einstein and N. Bohr [3] that are published together with
an introduction by the author under the common title “Is it possible to consider the
quantum mechanical description to be a maximally complete one?” (V. Fock)
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Heisenberg inequality
ApAz > h (14)

is described by the function 1 being a wavelet, i.e., it is essentially
nonzero only within some nonsharply bounded space domain. This
wavelet is a superposition of plane waves, whose directions and fre-
quencies are not quite equal. The Schrodinger equation shows that this
wavelet disperses with time, i.e., the wave function becomes distinct
from zero in the more and more wide volume. As the particle is free, it
is obvious that there are no objective changes to it. It is only the loss of
our information about the localization of the particle in space that takes
place. (Speaking the classical mechanics language, the free motion of a
particle is unstable in the meaning of Ljapunov.) It is clear, therefore,
that the description of a state by the wave function is not objective.
Nevertheless, this description reproduces everything that we can obtain
as a result of a maximally complete measurement, and that is why it is
an expression of the objectively existing laws of nature. The necessity
of just this biased description comes from the impossibility to coordi-
nate in another way the wave and corpuscular nature of matter equally
definitely established in experiment.

The other characteristic feature of quantum mechanics is that the
knowledge of a state of a whole system (the wave function), for instance
of a whole atom, does not imply the knowledge of states of particular
parts of the system (wave functions), for instance, of particular electrons
in an atom. The experiment, which is maximally complete with respect
to the whole system, is not such a one with respect to the system parts.

Therefore, in quantum mechanics there exist such notions as mass
and charge of particles and the notions of the mechanical system in its
proper meaning (i.e., independent from radiation), of the system station-
ary state (for example, of an atom or molecule), but there are no such
notions as the states of particular particles forming the system (electrons
in the atom) and of the objective description of the system behavior.
4. We have clarified what are the physical notions operated by quan-
tum mechanics. We proceed now to the consideration of approximated
methods of solving quantum mechanical problems and to clarifying the
arising physical notions. The problem of the determination of the sta-
tionary states of a system reduces to solving the equations like

Hip = Evp, (15)

i.e., to finding eigenfunctions of the energy operator H. If a system
consists of identical particles, for example, of electrons in the field of
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an atomic nucleus, the wave function v has to satisfy, besides equation
(15), the demand of antisymmetry. It has to change the sign when two
arguments, corresponding to two respective electrons, are exchanged.
For example,

V(X1,Xay .. Xn) = —(T2,T1, ..., Tp). (16)

This condition, which is a form of the Pauli principle, is compatible
with equation (15) because in the case of identical particles the energy
operator H is symmetric. In the case of electrons, each argument x of the
function v is a collection of three space coordinates x,y and z and one
more variable o takes only two values. This variable in a certain meaning
corresponds to the electron orientation (the so-called spin). So, in the
case of n electrons it is necessary to find one function of the variables

Ts,Ys, 25,05 (s =1,2,...n) (17)
or, which is the same, 2" functions of 3" variables

T1,Y1,21522,Y2,225 - - Ty Yn, Zn - (18)

In order to imagine the level of difficulty of this problem better, it is
enough to recall that, e.g., for the sodium atom n = 11, it is necessary
to find 2'! = 2048 functions of 33 variables. For a copper atom, n = 29
and one needs to deal with about half a billion functions of 87 variables.

It is obvious that the exact solution of this problem is impossible and
one needs to call upon approximate methods.

One of the main methods used in quantum mechanics to solve a prob-
lem of this type is the famous Rietz method, or rather its modifications.
It is based on a reformulation of the problem as a certain variational
problem: we have to find the minimum of the integral

W= / GHdr, (19)
which gives the atomic energy on condition that
/ Yipdr =1, (20)

i.e., when the wave function is restricted to be normalized.
The function ¥ to be found can be approximately presented as a
linear combination of products of functions ¢s(x,), depending on the
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variables of one electron each. In order to satisfy the Pauli principle
(16), the antisymmetric combination has to be taken,

V= Y o (@) (20, (21)

where € is the quantity antisymmetric with respect to the indices and
such that e193.., = 1. The functions ps(x,) can be assumed to be
orthogonal and normalized:

[e@enta)de=a.,. (22)

If we substitute (19) into expression (21) for ¢ (which can also be written
down as a determinant), we get the energy W of the atom expressed in
terms of the functions ¢s(x). Varying the energy W with respect to
vs(z) under additional conditions (22), we get the equation of the form

2

T B () + Uy @)p(x) — Aspn(e) = Bupala), (23)
where Us(z) are some functions of coordinates, depending on all func-
tions to be determined except the function @4(x). The U,(x) plays the
role of the potential energy. The symbol A denotes some integral op-
erator, also depending on all functions to be found except the function
ps().

Thus, if all the functions except ¢, () are assumed to be known, then
for the @4(x) one gets the linear, integro-differential equation.

Equations (23) were first derived by me in 1929-1930.

Note that in the calculated cases (lithium atom, sodium atom etc.)
the energy levels obtained in this way are very close to the experiment:
the error is less than 1-2%. Thus the approximated method in ques-
tion gives a precise enough formulation of our very complicated physical
problem.

What is the fundamental significance of the method? The wave func-
tion of the whole atom is approximately expressed via the wave functions
of single electrons. But it means that we have obtained a new physical
notion, namely, that the electrons in an atom are also in certain states.
(As we have already mentioned, in the precise Schrodinger theory this
notion does not exist.)

This notion is especially important because it is the basis of the
Bohr scheme of the atom’s electron shells, explaining the structure of
the Mendeleev periodic system.
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But that is not everything. Besides the term Us(z), which can be
interpreted as the potential energy, originating from the atom’s nuclei
and from the other electrons, our equations (23) have one more term,
namely, As. This term represents the new kind of energy, unknown both
for classical mechanics and for the exact Schrédinger theory, namely,
the so-called quantum exchange energy. (This name came from the fact
that the term A comes from the Pauli principle, which is a consequence
of the identity of electrons, i.e., of the fact that nothing changes if two
electrons get interchanged.)

Therefore, we have obtained one more physical notion — the notion
of the quantum exchange energy. This notion plays a rather important
role both in the theory of atoms (the rejection of the term A, increases
the error from 1-2% to 20-30%), and especially in the theory of molecules
(as far as molecules are concerned, this notion was first introduced by
Heisenberg and Heitler). It appears that the existence of homeopolar
molecules (consisting of identical atoms) is impossible to explain without
taking into account the quantum exchange energy. Therefore, this new
notion plays the decisive role in quantum chemistry.

5. The further and perhaps most important approximated method of
solving quantum mechanical problems appears to be the perturbation
theory. As is widely known, its main idea is that the Hilbert space,
characterizing the variety of all possible system states and having an in-
finite dimension, is substituted by a certain finite dimensional subspace.
This subspace is chosen in such a way that it corresponds exactly to the
states of the system, playing the most important role in a given problem.
If the dimension of this subspace is still large, then to deal with it one
needs to use some special methods, usually the group theory methods.

Simplifications in such studies come first from the property of anti-
symmetry of the wave function, and second from the fact that while the
wave function itself depends on spin variables, the energy operator in
the Schrodinger approximation does not. It allowed Dirac to formulate
the problem of the perturbation theory by introducing operators (finite
matrices) acting on spin variables. These operators could be interpreted
as spin moments of the momentum of single electrons, and the corre-
sponding terms of the expression for the energy — as the interaction
energy of these spin moments. This new physical notion turns out to be
very useful in interpreting the spectra of complicated atoms.

One of the most amazing applications of the perturbation theory
based on the same ideas is the spin invariant theory proposed by Weyl.
The mathematical scheme of this theory is equivalent to the scheme
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of chemical substances, coming from the valency theory.* Thus, such
an application of the approximated methods of the perturbation theory
leads to the new physical (or chemical, if you wish) notion of chemical
valency.

Proceed now to the boundary domain between quantum and classical
mechanics and consider for simplicity the Schrodinger equation for one
particle

h? oy
——A U =ih—. 24
o A+ Uy, 2) = i (24)
If the corresponding classical motion of a particle of matter is such that
3
™ s h, (25)
w

where v is the particle velocity and w is its acceleration, then the solution
of the Schrédinger equation (24) can be expressed with a great accuracy
by the solution of the classical Hamilton—Jacobi equation

as

—(gradS)? + Ue,,2) — ) =

— 0. 26
- (26)

If S is the complete integral of equation (26), depending on three
arbitrary constants cj,ce and c3, then the wave function ¥ can be ap-

proximately expressed via S in the following way:

028

is
81:1--89% er (27)

o=yl

For the stationary states, one can assume
S=—-Et+V(z,y,z2) (28)

and the exponential function can be substituted by the expression

i \%4
e_ﬁEt CcoS (h + Oé> s (29)

where « is a constant phase. This approximated method, belonging to
Wentzel and Brillouin, leads us to the so-called old quantum mechanics
and all physical notions related to it. From the boundary conditions
for the wave functions characteristic of this theory, one can obtain the
quantization rules.

4See, e.g., the paper [4] by M. Born. (V. Fock)
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Finally, in some phenomena the restrictions imposed by the Heisen-
berg inequalities (14) are inessential. As a result, the wave character of
matter recedes into the background. Then classical mechanics with its
notions, usual for us, should be applied. The new (however, historically
old) physical notions of the behavior of objective processes, of a particle
trajectory, of the fact that any physical quantity has always a definite
value come into play.

Our review, in which the course of the historical development of
mechanics and physics is inverted to some extent, would probably also
help to understand the historical development of the physical notions as
well. We wanted to show that any physical theory, any physical notion,
is, as a matter of fact, an approximation. Each great progress of physical
science is related not only to the creation of new notions, but also to the
critical revision of old ones. And if it is proven that some of the old
notions are inapplicable to a newly discovered one, then it is necessary
to give them up without regret.
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Introduction

The Schrodinger equation for a material system (atom or molecule) gives
for the energy of the system a set of levels corresponding to stationary
states. To be specific, only the ground level remains strictly stationary;
for a system in an excited state, a probability to pass to the ground
state appears, and such a transition is accompanied by radiation. So
the concept of a purely mechanical system independent of radiation is
approximate. We get a better approximation to reality if we consider an
atom or a molecule together with radiation, i.e., in combination with the
light quanta, of which the radiation is composed. While the energy of
a mechanical system itself can be carried out by radiation or increased
due to the absorption of light quanta, the energy of the total system
composed of matter and light will remain unchanged, so this system is
conservative.

Therefore, we need a coherent theory that treats matter and radia-
tion as a uniform conservative system. This theory known as quantum
electrodynamics has been developing since 1929 by the joint efforts of
many physicists, primarily Heisenberg, Pauli and Dirac. Soviet physi-
cists, including the author of this paper, have also participated in the
elaboration of the theory.

The main difficulty to be overcome in the construction of this theory
is that the number of light quanta can vary during the process; they
can be absorbed or emitted. So, a system with an indefinite number of
particles should be considered. The mathematical theory allowing one
to treat such systems is known as the theory of the second quantization.
Its basic ideas will be given below.

The further step in the development of quantum electrodynamics
consists of the explanation of electrostatic forces. Actually, the electro-
magnetic field cannot be treated only as radiation; besides the radiation
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there exist electrostatic forces, also. True, the latter were included in the
Schrédinger equation explicitly and, hence, already taken into account.
However, according to the relativity theory, the electromagnetic field
represents something entire, so its separation into electrostatic forces
and forces of radiation is not invariant. The problem arises in deriving
both forces from the same quantum concepts. This problem was also
solved by quantum electrodynamics.

Quantum electrodynamics represents the complete physical theory
with correct answers to many problems referring to the interaction be-
tween matter and radiation. This theory can be extended to the variable
number of material particles (creation and annihilation of electrons and
positrons). Meanwhile there are some essential difficulties in modern
quantum electrodynamics that formally manifest themselves in the fail-
ure to obtain a rigorous solution of its equations due to the divergence
of some integrals and other difficulties of mathematical origin.

1 Description of a System with Indefinite Number
of Particles by Functionals

a) Functionals and quantized operators

Consider a system of particles obeying the so-called Bose statistics. Gen-
erally speaking, such particles will be of integer and zero spin, for in-
stance, light quanta and «a-particles.

Denote by k all the variables referring to the degrees of freedom
of one particle. For a light quantum, the letter & will denote three
components of the wave vector k;, ky, k, and a variable j defining the
state of polarization. As is known in quantum mechanics the state of
a system with the definite number n of such particles is described by a
wave function

U = U (k1, ko, .. kp). (1.1)

The mentioned condition that the particles obey the Bose statistics
implies that the wave function 1, is symmetric with respect to its ar-
guments ki, ko, ..., k,. Let us consider an arbitrary, auxiliary function
b(k) and construct the expression

0 :cn/z/)n(kl,...,kn)B(kl)...B(kn)dkl...dk:n, (1.2)

where ¢, is a numerical coefficient depending only on index n. Obviously,
if the wave function v, is fixed, the value of 2,, will also be fixed for any
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arbitrary auxiliary function b(k). And vice versa, due to its symmetry
the wave function ,, will be defined if the value of €2, is fixed for some

b(k).

We will treat ,, as the functional depending on the function b(k).
Hence, to describe the state of an n-particle system, one can introduce
the functional €2, instead of the wave function ,,. This mathematical
trick is analogous to treating a quadratic form instead of the tables of
its coefficients or to the method of “generating functions” popular in the
analysis. In quantum mechanics, this approach was originally applied
by the author of this article.!

For our problem, the introduction of functionals of the type €2, has
some advantages because one can easily generalize the approach to a
system with an indefinite number of particles. To do this, it is sufficient
to consider the sum

0= i O, (1.3)
n=0

where €, is given by (1.2).

Let us, besides the functional €2, expressed in terms of a function
¥n, have another functional €/, formed with the help of a function .
We define a scalar product of two functionals as

(Q,, Q) = /Jn(kh...,kn)wg(kl,...,kn)dkl...dkn. (1.4)

The physical meaning of the latter expression is known from quantum
mechanics. For instance, if ¢/, is a result of action on 1), of some operator
LM,

by, = L4y, (1.5)

having a physical meaning for a n-particle system, then expression (1.4)
defines the expectation value of the physical quantity represented by
L™ Tt is supposed that the wave function 1), is normalized to one, so

For the functional of a more general form (1.3), the scalar product is
defined as a sum of scalar products of the corresponding terms:

(o}

(Q,92) = (2, ). (1.7)

n=0

1V. Fock, Zs. Phys. 49, 339, 1928.
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Particularly, when Q,, = !, and, therefore, all the functions t,, and v/,
coincide, we obtain the normalization condition by equating to unity the
expression

(o)

(2,0 = (2, Q) =1. (1.8)

n=0

An individual term (92, Q,) of the latter expression represents a proba-
bility for finding exactly n particles. The normalization condition (1.8)
claims that the sum of this probability is equal to one.

Consider an operator L for some quantity possessing the additivity,
e.g., kinetic energy, angular momentum or electric dipole moment. Then
we will have

L™ = L(ky) 4+ L(ky) + ... + L(kn). (1.9)

Let the functions ], in the functional €2 be equal to (1.5) and the
operator L™ have the value (1.9). Let us ask ourselves by which trans-
formations the functional €, can be obtained from Q,,.

For each term €, we have

Q! :cn/(L(k:l)—i—...—|—L(kn)1/)n)5(k:1)...E(kn)dkl...dkn. (1.10)

Due to the symmetry of ¢, (k1, ..., k), this expression splits to the
sum of n equal integrals. Hence, we have

Q. :ncn/(L(kl)wn(kl,k:g,...,kn))B(kl)...E(kn)dkl...dkm (1.11)
or, briefer,
o - /B(k)L(k)fn(k) dk, (1.12)

where the function
fu(k) = ncn/'l/)n(k,kQ,...,kn)g(kz)...E(kn)dkg...kn (1.13)

does not depend on the choice of operator L. To express )] in terms
of 2, it is sufficient to express f, by {2,. To do this, we will vary an
auxiliary function b(k) in €2,,. Forming a variation, it is easy to verify
that

5, = / F(k)B(K) dk. (1.14)
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Hence, f,(k) is nothing else but the coefficient at the variation 5b(k)
under the integral for §€2,,. We call this coefficient the functional deriva-
tive of Q, and denote it as §'€2,,/db(k). The functional derivative of a
functional € of a general form (1.3) is defined by the relation

Q
50 :/Lab(k) dk. (1.15)
ob(k)
Hence, expression (1.12) is written as
— 0
Q/:/bkLk‘,n 1.16
= [ B g (1.16)

Making a sum of expressions (1.16) over index n we obtain the required
relation for the total functional €2,

- Q
Q = /b(k:)L(k:)isi dk. (1.17)
ob(k)
If we denote by a symbol b(k) an operator of a functional derivative
Y/
092 = o (1.18)

and the operation of multiplication by an auxiliary function b(k) by
symbol bf (k), B
bl (k) = b(k)Q, (1.19)

then, according to (1.17), the functional €’ can be obtained from 2 by
the action of the operator

L= / bl (k)L(k)b(k) dk (1.20)

which is called a “quantized operator” L corresponding to the unquan-
tized operator L(k). With the help of a quantized operator L, relation
(1.17) can be rewritten as

Q' =1LQ. (1.21)

The expectation value of an additive physical quantity corresponding
to the operator L is equal to the scalar product (£2, '), so

Ev.L=(Q,LQ). (1.22)

The latter expression holds irrespective of whether the number of parti-
cles is fixed or not. For instance, it allows one to calculate the energy of
the light field consisting of an indefinite number of light quanta.
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Similar relations can be established for the quantities, which do not
obey the additivity. For example, denote by U™ the interaction energy
of an n-particle system

U™ =3 "Ul(ky, k). (1.23)

r<s

In the same way as before, when we put in correspondence a quantized
operator L (1.20) to the operator L™ (1.9), we can find a quantized
version of U™):

U= %/bT(k) b (KU (k, k") b(k')b(k) dk dk'. (1.24)

The expectation value of the interaction energy can be written as
Ev. U= (Q,UQ) (1.25)

and it is of application also for an indefinite number of particles.

b) Conjugacy of operators b(k) and b (k) and their properties

Operators of functional derivative over b(k) and multiplication by b(k)
were denoted as b and bf. Such a notation supposes that the operators
are mutually conjugated. Let us show that the coefficient ¢, in (1.2)
undefined until now can be chosen to really satisfy this relation. We will
give in detail the calculations related to the proof to illustrate how to
deal with the functionals.

As is known the conjugacy condition for two operators b(k) and bf (k)
claims the equality

(2, b(k)Y') = (', b1(k)Q2) (1.26)

for any two functionals Q and €’. Let the functionals 2,, defined in
terms of function v, according to (1.2), (1.3) and Q) be defined in
the same way by /.. We find the functions v} and ¥}* corresponding
to functionals Q* = b(k)Q and Q** = bf(k)Q2. Applying in this case
formulae (1.13) and (1.14), we obtain

N n+1)cy,
Wi (ky, . k) = Mw;H(k,/fﬁ,...,k;n), (1.27)

Cn
Kk
o - Ov

W (ke k) = Sk — k) (R, ks, ko) Yo - (1:28)

n
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In the last expression §(k — k1) is the Dirac §-function defined by the
relation

700 = [ 80k~ k) (k) s, (1.29)
which is supposed to be valid for any function f(k). The subscript “sym”
at the braces means that the expression in them is symmetrized with

respect to ki,...,k, (any function 1, is supposed to be symmetric by
the condition). Hence, the left-hand side of equality (1.26) is

@b) =3 /@nw;@ der .. i, — (1.30)

(oo}
n+1)c, —
= (C#/wn(khk’z%..,kn)z/J;H(k,kl,...,kn)kl...dk;n_
n=0 n

On the other hand, the quantity conjugated with the right-hand side of
(1.26) is equal to

@B 0R) = 3 [T rtmadir. o =

n=0

S cn .
Z /’l/)/n+1(kn+lak17"~,kn)5(k*kn+1) X

- n=0 Cn+1
Xwn(k‘l,...,]{}n) dl{l -~-dkn+1 (131)

and after integration on variable k1, we get

(b1 (k)Q) = i

n=0

C"l/@;H(k;,kl,...,kn)wn(kl,...,kn)dkl...dkn.
+

Cn

(1.32)
The integrals in (1.30) and (1.32) are mutually complex conjugated.
Expression (1.30) as a whole should be conjugated to (1.32); for this,
it is necessary that all the factors in front of integrals are conjugated,
hence we arrive at

(n+ Dleasa = leal” (1.33)

The quantity ¢, can be taken real and positive because the constant
phase factor can be included into the wave function. If additionally one
puts ¢g = 1, from (1.33) we get

1
ok (1.34)

Cp =
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Therefore, the general form of the functional will be

Q=3 Q, (1.35)
n=0
where
Q= Ky kn)b(ke) . (k) dy ... d 1.36
n—ﬁ/w( Tseeoy kn)b(ky) ... 0(ky) dky ... dk,. (1.36)

Action of operator b(k) on functional Q, i.e., its functional derivative
with respect to b(k), is equivalent to the substitution of the function ),
by

ik, .o ky) = v+ 11 (k k.o k) (1.37)
and the action of operator bf(k), i.e., its multiplication by b(k), will mean
the substitution of v, by

Unt by, kn) = Vnd(k — ki) n-1(kz, .. kn) by (1.38)

where ¢§* = 0.

Expressions (1.37) and (1.38) give the representation of operators
b(k) and bf(k) in the space of wave functions.

Let us study the properties of these operators in more detail. Us-
ing representations (1.18) and (1.19) for b(k) and bf(k), consider the
expression

S
b(k)bT (k)Q = 0 [b(E")9). (1.39)

The rule for the functional derivatives of a product is the same as for
the usual derivatives. Hence,

5 - SB(K) . - 80

50 (b(K")Q2) = ) Q+ b(k’)éb(k). (1.40)
But we have
b(k') = /5(k)6(k — k') dk, (1.41)
and, therefore,
Sb(k") = /65(k)(5(k — k') dk. (1.42)

The coefficient at the variation 6b(k) under the integral is Dirac’s func-

tion §(k — k'), consequently,
Sb(K")
5b(k)

=d(k — k) (1.43)
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and the right-hand side of (1.40) takes the form
b(k)DT (k)Q = 8(k — k) + bl (k)b(k)Q. (1.44)
The relation for operators b(k) and bf (k) is as follows:
b(k)bT (k) — bl (k)b(k) = 6(k — K). (1.45)
Obviously, besides this,
b(E)b(K') — b(K")b(k) = 0, (1.46)
bT (k)T (k') — T (Kb (k) = 0. (1.47)

Equality (1.46) takes place because in the given representation operators
bf (k) are reduced to usual multiplication by b(k) and equality (1.47)
follows from it by passage to conjugate operators.

The operators b(k) are usually called quantized wave functions or
quantized amplitudes, and relations (1.45), (1.46) and (1.47) are known
as commutation relations.

2 Quantum Electrodynamics
a) Basic ideas

In the preceding paragraph, we considered the problem of the description
of a system with an indefinite number of particles obeying Bose statistics,
and no assumptions were made about the system itself or the law of its
evolution in time. We dealt with a kind of kinematics of such systems.
Now we should come to dynamics. To do this, we should take some
specific physical system and study the law of its evolution in time.

We will treat a system consisting of matter and light. Let us assume
that the number of material particles remains permanent. As is known,
this is only an approximate assumption since experimental data show the
creation and annihilation of electrons and positrons. But in many phe-
nomena these effects are not essential and for them our suggestion about
the permanent number of particles would be a reasonable approximation
to reality.

As to light, we will treat it as an ensemble of light quanta whose
number can vary. The light is only a special case of the electromagnetic
field; apart from it, electrostatic forces also exist. Hence, one can give
two different formulations of the basic equations of quantum electrody-
namics.
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In the first formulation, operators corresponding to a general form
of electromagnetic field are considered, namely, the operators for vector
and scalar potentials

Ag(r,t), Ay(r,t), Ay (r,t), O(r,t). (2.1)

The electrostatic forces between the charged particles have not been in-
troduced. Every particle is supposed to interact only with the surround-
ing field and just this field carries the interaction between the particles.
This approach is of principal interest in the respect that it can be treated
as a coherent consequence of the short-range action idea.

From this approach, one can deduce in a pure mathematical way the
second formulation, in which instead of four operators (2.1) one considers
only three field operators for three components of a vector potential

B.(r,t), By(r,t), B.(r,t) (2.2)
constrained by the condition
divB(r,t) =0, (2.3)

i.e., in fact there are only two linearly independent field operators but
electrostatic forces enter explicitly.

The equivalence of both approaches is itself a fact of great interest.
Indeed, here for the first time the electrostatic forces are deduced from
the ideas of the quantum nature of the electromagnetic field. However,
we will not prove here the equivalence of both formulations, but below
will follow only the second approach.

b) Energy of the light field

As is known the components of the electromagnetic field satisfy the
D’Alembert equation
1 0°F
c? Ot?
The same equation is also valid for components of vector potential
B(r,t). Therefore, we can write them as the Fourier integral

= 0. (2.4)

1
(2m)3/2

—ickt+ikr T ickt—ikr
/B(k)e dk + @n) /B (k)e dk.

(2.5)

B(r,t) =
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Here k is a wave vector with the components k, ky, k. and dk is written
instead of dk,dk,dk.. The absolute value of vector k is denoted as k.
Due to the condition div B = 0 the amplitudes B(k) are constrained by
the relation

kB(k) = 0. (2.6)
By the known formulae
10B
E—_EE, H=cuwlB (27)

all the components of the electric and magnetic fields can be given in
terms of B. Let H denote the energy of the field. In the Heaviside units,
we get
1

H=3 /(E2 + H?)dV. (2.8)
Here the energy is expressed as the volume integral. We can also repre-
sent it as the integral over the wave vector. The components of electric
and magnetic fields can be written as Fourier integrals of the type (2.5)
with amplitudes E(k) and H(k) related as

E(k) = ikB(k), H(k) = i[k x B(k)]. (2.9)

Inserting in (2.8), instead of E and H, their Fourier transforms with
amplitudes (2.9), applying the completeness relation and using (2.6), we
get the energy of the field as

H=2 / B'(k)B(k)k*dk. (2.10)

Due to (2.6), all three components of vector B(k) can be expressed by
only two independent quantities. Let e(k, 1) and e(k, 2) be two mutually
orthogonal unit vectors both perpendicular to wave vector k. Then we
can write
B(k) = B(k,1)e(k,1) + B(k,2)e(k,2), (2.11)

where B(k,1) and B(k,2) are two scalar quantities. In their terms the
energy of the field reads as

H= 2/{Bf(k, 1)B(k,1) + B (k,2)B(k,2)}k* dk, (2.12)
or more briefly

H= 2Z/BT(k,j)B(k,j)k2 dk, (2.13)

where index j takes the values 1 and 2. This index can be treated as the
label of a polarization state.
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c) Field quantization

In the preceding paragraph, the equations of electromagnetic field were
considered within the framework of classical theory. Now let us pass to
quantum mechanics.

In quantum electrodynamics, we put in correspondence to the field
components some operators with the eigenvalues representing the ob-
servable values of the field. These operators act on some functional,
which is similar to that studied in Section 1 of this paper, and describes
a set of an indefinite number of light quanta. We should derive the main
properties of these operators and find a representation for them.

The field is expressed in terms of Fourier amplitudes and, therefore,
the field operators are expressed by operators for amplitudes. We will
study the latter because they have simpler properties.

We will consider the field as an ensemble of light quanta, or in other
words as a set of oscillators. We will apply the usual rules of quan-
tum mechanics to these oscillators and in this way obtain the quantum
properties of the field.

A quantum of light is described by a wave vector and by its state
of polarization. Therefore, an oscillator is introduced for each wave
vector k (or for each infinitely small interval of its values) and for each
polarization state j. We take a quantity proportional to B(k,j) as the
complex amplitude of an oscillator.

If one includes in the amplitude its time dependence, i.e., the factor
ekt then instead of B(k, j) one should take the product B(k, j)e%*t,
because just this product enters the Fourier integrals (2.5). This quan-

) .
tity corresponds to that complex combination & = ¢ + —§ = ae™ ! of
w

the oscillator coordinate ¢ = acos(wt) and the velocity ¢ = aw sin(wt),
which depends on time as e~**. According to quantum mechanics, the
oscillator coordinate g and the velocity ¢ of the same oscillator (or a
momemtum p = mq) do not commute and satisfy the relation

qp — pq = ih, (2.14)

where % is the Plank constant divided by 2. For different oscillators

i
operators p and g commute. Hence, for complex coordinates £ = g+—p
mw

and £ = ¢ — %p of the same oscillator the following relation holds:

et —gle= 2" (2.15)

mw
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while for different oscillators ¢ and ¢ commute. Because in our case
B(k, j,t) = B(k,j)e " play the role of ¢, they should satisfy the rela-
tions

B(kvja t)BT(k,mjla t) - BT(klvj/v t)B(k,j, t) = f(k,_])(;(k - k/)(sjj’y

(2.16)
where f(k,j) is a function undefined until now, §(k — k') is the Dirac
function and d;;; = 1 at j = j' and d,;;; = 0 for j # j'. In fact, when
k # k' or j # j' the right-hand side of (2.16) is zero as it should be
for different oscillators. For 7 = 5’ and for k = k’ the right-hand side
goes to infinity, but its integral over k will be finite (more rigorously,
one can derive (2.16) from relation (2.15) considering infinitely small
intervals of k). When instead of the function B(k, j,t) one inserts the
expression B(k, j)e~%** into (2.16), the exponential factor disappears
and for operators B(k, j) we will have the relation

B(khj)BT(k/’jl) - Bt(klaj/)B(k’j) = f(k,j)(;(k - kl)(sjj" (2'17)
Besides this,
B(kvj)B(k/aj/)_B(k/aj/)B(k’j) =0, (2'18)

since at k # k' and j # j’ the quantities B(k, j) and B(k’, j') refer to the
different oscillators and at k = k’ and for j = j/ relation (2.18) becomes
an identity.

To find the form of function f(k,j) in (2.16) and (2.18), we should
consider the quantum equations of motion. The energy operator for our
set of oscillators is nothing else but expression (2.13) for the energy in
terms of amplitudes:

H= QZ/BT(k,j)B(k,j)kQ dk. (2.19)
J
Obviously, one can also write

H= 2Z/Bf(k,j,t)3(k,j, t)k? dk. (2.20)

But we know beforehand that B(k, j,t) depends on time via e~“kte,
S0

%B(k, j,t) = —ickB(k, j, t). (2.21)
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On the other hand, from the quantum equations of motion we should

have
d

dt
Equating the right-hand sides of (2.21) and (2.22) we get

—B(k, j,t) = %{HB(k,j, t)— B(k,j,t)H}. (2.22)

B(k7]at)_B(k7ja )H__thB( 7.7a ) (223)
Here one can replace B(k, j,t) by B(k,j), so we will have
HB(k,j)— B(k,j)H = —hckB(k, 7). (2.24)

Calculating the left-hand side with the help of the definition of H
and the commutation relations (2.17) and (2.19) for B(k, j), we arrive
at

HB(k,j) — B(k,j)H = —2k*f (k, j) B(k, j). (2.25)
Comparing the right-hand sides of (2.24) and (2.25), we find f(k,j):

he
k,j .
flid) = 7. (226)
Consequently, if we put
) 2k .

the new amplitude operators b(k,j) will satisfy the commutation rela-
tions

b(k, j)b (K, j") — b1 (K, j")b(k, ) = o(k —K') =05, (2.28)

b(k, j)b(k',j') — b(K', j")b(k, j)
b (k, )b" (K, j) — bT (K, j")bT (k, 5)

0, (2.29)

0. (2.30)

These relations coincide with those given by (1.45), (1.46) and (1.47)
with the only difference that in the former case the letter k£ denoted the
set of all variables and now besides the wave vector k a new variable j
is written explicitly. Since all field operators are expressed in terms of
b(k, j), the representation for these operators as well as the general form
of a functional, to which they are applied, can be supposed to be known
from the results of Section 1.
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Let us write down the field operators in terms of b(k, j). The ampli-
tude of a vector potential takes the form

- \/EZ b(k, je(k, 7). (2.31)

Substituting this expression into the Fourier integral (2.5), we obtain
the vector potential as a function of coordinates and time. Now the field
energy reads

H = Z / hekb' (k, §)b(k, j) dk. (2.32)

Finally we can introduce the operator N of the total number of light
quanta

N = Z/b*(k,j)b(k,j)dk. (2.33)

This operator will have the eigenvalues equal to integer N = 0,1,2,....
Commutation relations for the components of the electromagnetic field,
originally obtained by Heisenberg and Pauli,?2 follow from relations
(2.28), (2.29), (2.30) for operators b(k,j). The resulting uncertainty
relations for the field were studied in detail by Bohr and Rosenfeld.?

d) Basic equation of quantum electrodynamics

If we neglect the radiation and treat the system of material particles in
an external field, the energy operator of the system becomes

S
HY = (T, +U,) Z Upg- (2.34)
q=1 p>q=1
Here T, stands for the kinetic energy operator of a g-th particle, U, for
the operator of potential energy of the same particle in an external field
and Uy, for an interaction energy operator for particles p and g. If we
accept the Dirac equation for a particle, the kinetic energy operator T,
will be

T,= chgaflq) + cal? [p;‘” - E—qu} +
c

+ca§/‘1) [p?(f) — %BS} + cal? {pgq) - %BS} . (2.35)

2W. Heisenberg, W. Pauli, Zs. Phys. 59, 1, 1929; ibid 59, 168, 1929.
3N. Bohr, L. Rosenfeld, Kgl. Danske. Vid. Selskab. Math.—Phys. Medd. XII,
1933.
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Here B, B(y)7 BY are the components of vector potential of an exter-

nal field; ¢, and m, stand for the charge and mass of a g-th particle,

respectively, and ng), p_z(/q)a P(ZQ) are operators:

0 0 0
(q) — _'hi (‘I) — _hi ((I) — _'hi. 2.36
Pz e P oy P2 ey (2.36)
oziq), aEﬂ), ozf(f), al? are the Dirac matrices.
The operator U, is represented by
Uq = qu)o(rQa t)a (237)

where ®° is a scalar potential of an external field. The interaction energy
is
EpEq

Upy = (2.38)

4rlr, — 14|’
The wave function 1 describing an s-particle system satisfies the equa-
tion o
HO%) = ih—. 2.39
Now let us take into account the radiation of the system by itself. To
do this, we need to extend the system by including light quanta. Then
its state will be described not only by a single function

w:w(rhé-leraCQv"'arSqu) (240)

but by a sequence of functions

77[10 :¢O(rlagla"'vrs><.s)
¢1 :¢1(r17cla"'7rS7C$;k17j1)
¢2 :w2(r17<1a"'7rs7<8;klaj17k27j2)

Up = Y1(r1,C1, .00 16, G Kay 1y -+ K Jin) (2.41)

These functions must be symmetric with respect to variables kq, j1, ...,
k., jn. If material particles obey the Pauli principle, the functions should
be additionally antisymmetric with respect to variables r1,(1,...,rs, (s.
If function v differs from zero, there is a probability to find some number
n of light quanta besides the s material particles.

Instead of a sequence of functions (2.41) only one quantity can be
considered, namely, the functional € of the kind treated in Section 1.
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To get the wave equation for this functional, it is sufficient to add
to the vector potential B? of the external field a vector potential B of
radiation, i.e., the operator studied in the preceding paragraph, within
the operator H°. Then the operator H is replaced by H:

H=H"—-1L, (2.42)

where L is the operator;

L= qu (a;‘Z)Bm(rq, t)+ a?(f)By(rq, t) + P B, (r,, t)) . (2.43)

g=1
The wave equation for the functional 2 becomes

o - i~ o (2.44)
ot
Taken with the minus, operator L can be interpreted as the interaction
energy operator of a material system with a radiation. Consider operator
L in slightly more detail.
Substituting the function B(r,t) in (2.43) as the Fourier integral and
denoting for brevity by @, (the component of vector Q) the following
sum

Q. = Z aqa;‘l)e_ikr‘% (2.45)
q=1
we can write
1 _ic 1 ic
L= W/QTB(k)e M dk + W/QBT(k)e M dk. (2.46)

According to (2.31) the scalar product of vectors Q' and B(k) can be
written in terms of b(k, j). We obtain

he > .
il N ; (@) i\ oikrg
QB = /3, ;Mkm;m D (k, j)e’s, (2.47)
where v(9 stands for the matrix
7V (k,j) = affea(k,j) + oyley (k,j) + olVes(k,j).  (2.48)
This matrix represents a projection of the matrix vector a(?) on the di-

rection j orthogonal to the wave vector. Matrices 4(? have the proper-
ties similar to that of the Dirac (%) matrices, for example, their squares
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are equal to unity. Inserting expression (2.47) into equation (2.46), we
finally get the operator L as

L= Z/ {GT(k, )bk, j) + Gk, j)bT (K, j) } dk, (2.49)

where the G(k, j) denotes the operator

ick S
Gk, j) = et he Zg @) (K, j)e~ra (2.50)
7.] (27_[_)3/2 2]’{3 « q'Y 7] ) M
q:

proportional to the component of vector Q along the direction j.
Therefore, the wave equation can be written as

HOQ—m@ Z/{GTkj )b(k, j) + Gk, j)b (k,j)} dkQ, (2.51)

or, if we take into account the representation of b and b derived in
Section 1,

H°Q — h— Z/{ 13;) + G(k, j)b(k, J)Q} dk. (2.52)

It is the basic equation of quantum electrodynamics. It sums up all
that is known about the interaction of light with atomic or molecular
systems. Particularly, it gives a basis for the Schrédinger theory of radi-
ation based on the correspondence principle. Besides the results derived
from the Schrédinger theory, it gives a series of new results explaining,
for instance, the natural line width of spectral lines that is evidence of
incomplete stability of so-called stationary states. It can be applied also
to the problem of light scattering by free electrons (the Klein—Nishina
formula), in computing correcting terms to the Coulomb interaction be-
tween charged particles and in other areas.

As was mentioned in the Introduction, the basic equation of quantum
electrodynamics can be solved only approximately. This equation does
not account for the structure of material particles and their properties
at rather high energies; therefore its accurate solutions hardly have a
physical meaning. More exact description of matter and radiation prop-
erties should be based on essentially new ideas and this is one of the
main problems of the further development in theoretical physics.

Translated by A.V. Tulub
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P.N. Lebedev Physical Institute, the USSR Academy of Sciences, Moscow

Izv. AN 4-5, 551, 1937
Fock59, pp. 141-158

I Classical Mechanics

1. Let LY be the ordinary Lagrange function, from which the equation of
motion of a charged particle of matter in special relativity in the presence
of an external field is deduced. It is known that L° is given by

e
L = —mc?\/1 -2 — E(x'AI +y' Ay + 2 A,) +e®, (1)

where )
B =Sy ). (2)

Here the primes denote the time derivatives. Introduce the proper time

t
T:/ V1 — 32de, (3)
tO
and write down the action integral

t
S= [ Lt (4)

10

The variation of this action gives the equations of motion in the form

T, dt
= [ L°—dr.
S /0 o dr (5)

IReported at the Section of Physics, the USSR Academy of Sciences on 14 March
1937.
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Since the value of the upper integration limit depends on the shape of the
trajectory, this upper limit should also be varied. Therefore, the proper
time cannot be taken for an independent (i.e., not being a subject of
variation) variable for the Lagrange function LO%.

2. However, one can introduce another Lagrange function L. Let

1 . 1
L= 5m(fﬁ + 92+ 22 - P?) - 5mch

— S (i Ay + A, + ZA.) + i®, (6)
c
where the dots denote the differentiation by the independent variable 7

(which will turn out to coincide with the proper time).
Indeed, writing down the extremum condition for the integral

S = /OT Ldt, (7)

where the upper limit is not varied, we obtain the ordinary Lagrange
equations

d oL oL
drdi  dx

................. 8)
d oL L

droi ot

Since L does not depend on 7 explicitly, these equations admit the inte-
gral

2 + 92 + 2% — 22 = const. 9)
The requirement that the value of the constant is —c2,

B2 4 g% 4 3% = A = - (10)

is equivalent to the condition that the independent variable 7 is just the
proper time; and the Lagrange equations turn out to be the equations
of motion for a particle of matter in special relativity.

Note that using (6) we can show that

dt

L=1=
dr’

where L° is given by (1).
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3. One can easily derive the Hamilton equations of motion as well
as the Hamilton—Jacobi equation for the Lagrange function (6). For the
latter, one gets

08 1
74'_7

ar " om =0 (12)

e \2 1 (88 ? )
(gradS—I—EA) —C2<at—e<b> + mc

In the theory under consideration the variables x,y, z,t play the role
of coordinates, though the variable 7 plays the role of the time of the
classical nonrelativistic mechanics. For this reason, we can freely use the
formulae known from the classical mechanics.

Let the action integral (7) expressed in terms of the variables z, y,
z, t, 29, 90, 20 7 be

S:S(x7y’z7t’x0’y07zo;7_)' (13)

However, 7 is considered here as one of the independent variables. There-
fore, the derivative g—f is constant as it follows from the equations of

motion. Assuming this constant to be zero,
os
or
we get the condition for 7 to be the proper time.

The generalized momenta canonically conjugated to the coordinates
and the time can be expressed via partial derivatives of the function S:

0, (14)

a8 oS oS oS
px—%7 Py—@, pz*g’ Pt**H*a7 (15)
oS oS oS oS
0:_7; 0:77; 0:——; 0= _HY=_-"=. (16
f 900 Pv= Tp P 5.0 P 510 (16)

Note that if we solve equation (14) with respect to the variable 7 and
substitute the result into (13), we get the usual action function

S: S*(x7yﬂz7t’x0’y07zo’t0)' (17)
Moreover, it obviously follows from condition (14) that

a5* 0S8 0S or 0S8
=2 (18)
ox Oor Ot Ox O
However, in practice such exclusion of 7 is inconvenient. In several
problems, for example in the problem of motion of an electron in an
electric and magnetic field, function (13) containing 7 is rather simple,
although the function S* cannot be expressed in explicit form.
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II Proper Time in the Dirac Equation

4. The Dirac equation for the electron in an electromagnetic field is

%aP%Hmm4—f}w:O, (1)

where « is the vector constructed out of the matrices aq,as, a3; P is
the momentum vector, i.e., the operator

P = —ihgrad + A, 2)
c
and 7T is the kinetic energy operator:

d
T = ih— + e®. 3
iho +e (3)

A solution for the Dirac equation can be represented in the form

v ={@p)meas - | (4)

where VU satisfies the second-order equation

_ich

{P2+nﬂé—z;+ff@~5) C(a-®}w=0- (5)

This equation can be rewritten as
R2AW =0, (6)

where A is the operator defined by

2ie o oV ie 1 0@
—_Ov-=Z . 04— .= =& - 2=
AV v P <A grad ¥ + c 8t>+{ e (leA—f— c 8t>+

2 m2 C2

¢ m?_&y+h2}m+;ﬁw.m—xacnm. (7)

+ h2c2

Omne can look for a solution of equation (5) in the form of a definite
integral

W:LF&, (8)

taken over the auxiliary variable 7 between certain fixed limits (or along
a certain contour on the complex 7-plane).
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It is obvious that equation (5) would be satisfied if we impose on F
the equation

h? OF
—AF =ih—
2m ih or )
and choose the contour C in such a way that
oF
—dr=F =0. 1
L ar T loc (10)

As it will become clear below, the variable 7 has the meaning of the
proper time. Therefore, it is reasonable to call (9) the proper time Dirac
equation.

Let

F = e'%Sf; ¥ = / e%Sde, (11)

C

where S is the classical action function satisfying (I, 12). In order to
obtain the equation for f, note that

AF = SN f; m%‘j =enS (ihgj; - % ) 7 (12)

where A" is obtained from A by substituting A 4 ¢grad S instead of A

and ® — % . %—f instead of ®. Due to the equation for S the terms of

(9), which do not contain %, cancel each other, and finally we get the

equation
2mﬁ: oS+ < divA+1-a—¢ f+
dr c c Ot

+Z{i(0' - 9) + (a- €)}f = ihOf, (13)
daf . . —
Here e is the sign of the “full derivative”:
T

a _of  of  of of  Of
d7_87+x8x+y8y+zaz+tﬁt7 (14)

where by #, 9, 2,t we assume the classical expressions

j;:1<85_~_614$>’
m \ o0z ¢

...................... (15)
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5. Equation (13) is very convenient for finding approximate solu-
tions by the Brillouin—Wentzel method. In some cases, e.g., for constant
electric and magnetic fields, this method gives an exact solution. The
constant & enters only the right-hand side of the equation. By omitting
the right-hand side, we obtain the equation

om® —Log s € (ava+ . 22) o
dr c c Ot

+§{z’(a-f)) +(a-€)}f =0, (16)

the solution of which reduces to solving a system of ordinary differential
equations (rather than partial differential equations).

One can get rid of the term containing OS in equation (16). Indeed,
denote by p the absolute value of the fourth order determinant of the
matrix of derivatives of S taken once by z,y, z,t and once by z°, ¢, 20, ¢°
(or, in other words, by the corresponding integration constants):

%S
= Det || ——]|. 17
o= De ]&ano (17)
The quantity p satisfies the continuity equation:
dodS, .~ 0 . 0 . 0, .
87%(9@ + @(Qy) + a(gz) + a(@t) =0. (18)

It implies that ,/p satisfies the equation

d\/o e[ . 1 09
D — _ — = .
2m i +{ S+c(d1VA+c 8t>}‘/5 0 (19)

Therefore, a new function f° defined by

f=ef’ (20)
satisfies (in the given approximation) the equation

Qmii:—l-%(a-f))—i—(a&‘f)fozo. (21)

For the case of a constant field we can assume that

o _ o _ap _of

oz dy 9z ot
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and take into account only the dependence of f° on 7. Then equation
(21) has constant coefficients and one can easily solve it.

Since in this case g is also a function of 7 only, we have Of = 0 and
approximated equation (16) coincides with exact equation (13). There-
fore, in the case of a constant field (which will be considered below in
paragraph 8) the described method gives an exact solution.

In the general case when the field is not constant one should consider
¢ and $) as functions of 7 [expressing x,y, z,t as functions of 7 using
the equations of the classical trajectory (I,16)]. One should solve the
system of ordinary differential equations with variable coefficients and
then substitute the expressions (I,16) for p9,p),p?,p} in the solution.
The result is the desired solution of the partial differential equation.

If one replaces the function S by S* [formula (I,17)] and considers
f to be independent on 7, then our formulae will give a generalization
and development of the result by Pauli [4] who was the first to apply the
Brillouin—Wentzel method to the Dirac equation. However, the Pauli
formulae are much more complicated since he has started from the first
order Dirac equation instead of the second-order one.

Note that if we apply the stationary phase method to compute the
integral (11) we should put out of the integration the exponent of the
value of S at the point where g—f = 0. But it is just the ordinary
(containing no 7) action function S*.

6. The obtained way of solving the Dirac equation (by integrating
over the proper time) is especially suitable for solving the Cauchy prob-
lem, i.e., for computing 1 from given initial values.

Let ¢ satisfy the Dirac equation (1) and the initial condition

= ° (for t = t°). (22)

In order to find the function 4 it suffices to find a solution ¥ of the
second-order equation AW = 0, satisfying the conditions

o 9Y e o s _ 40
=0 - = huz =y (for t =1t). (23)

Let us look for the function ® in the form of the integral

U= / QUOqv, (24)

where

dV = dz°dy°d2°, (25)
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30 is a given function of z°,¢°, 2" and Q is a function of both z,, 2, ¢
and 20,40, 20, °.
Let

E=c(t =17 — (@ —a")? = (y—9")* = (z = &) (26)
and let y(§) be the function defined by

WE) =1 for ¢ >0,
2 for £ =0, (27)

7€) =0 for £ < 0.

Its derivative 7/(§) = §(§) is the Dirac delta function.

The function @ from the integral (24) is the generalized function of
the form

Q= Ry(&) + R*0(S), (28)

where R and R* are continuous functions. The function R is just the
Riemann function.

If we substitute the expression for @ into the integral (24), then it
splits into a sum of two integrals

v = / RIO(£)dV + / RA§05(¢)aV. (29)
The first of them is the volume integral over the domain
At—t?—(r-r"%2>0

(i.e., over the ball of the radius 7* = c|t — t°| and with the center at the
point r’ — r), and the second is the integral over the surface

At—1)? - (r—r%?=0

(i.e., over the surface of this ball). Indeed, getting rid of the generalized
functions, we have

. 1 )
U= / RUPAV + — / R*W%dS. (30)
% 2r* Js
Since the radius of the ball tends to zero at t = t°, we obviously have

U =0 at t = t°. Moreover, the time derivative of the volume integral
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is zero when t = t° as well. The surface integral for small values of
t—t">0is

WOdS = 277 (R*U0)g = 2me(t — t°)(R*¥%).  (31)

Therefore,

(8\1}) = 2T REVY, (32)
ot t=t240

where by Rj we denoted the value of R* for r = r% ¢t = t°. To satisfy
the initial condition (23), it is necessary that

Ry=5— (33)

independent of time and coordinates.

But the function v should satisfy the second-order Dirac equation,
which means that the function @ should also satisfy this equation.
Therefore, one has

AQ = A[Ry(§) + R°(§)] = 0. (34)

Taking into account that
Oy(€) = —45(¢), (35)
0o(&) =0, (36)

we see that the differentiation in (34) gives terms proportional to ~y(§),
4(§), §'(€). Denote for brevity the operator M given by

MF = (2= 5 (=) (2= )Gt~ ) ok
+% {(z—2") A, + (y =y Ay + (2 — 20)A, —c(t —tO)@} F.  (37)
Then expression (34) can be rewritten as
A(Ry(§) + E™6(6)) =
= (AR)Y(O{AR" +4(M + 1)R}S(S) + 4(MER")6'(§).  (38)
This expression vanishes if we require that

AR =0, (39)
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(M+1)R = fiAR*, (40)

MR* =0. (41)

It is sufficient, however, that equation (40) is satisfied at & = 0.
It is easy to find a solution of equation (41). Indeed, let

(rt)
Y= / (Aada + Aydy + A.dz — e®dt), (42)
(

ro,t0)

where the integral is taken over the line connecting the points (r°,¢°)
and (r,t¢). Then

(r —r°) - grad y + (t_to)% =(r—1r)A —c(t—1°)®.  (43)

Therefore, if we assume that

1

— 7'672‘%)(
2mic

*

; (44)

the equation M R* = 0 will be satisfied. Moreover, condition (33) will
also be satisfied.

Using this value of R*, equations (39) and (40) allow one to deter-
mine the function R. These equations get simplified by the following
substitution: )

= ¢ R X. R 45

2mic” (45)

Such substitution is equivalent to the replacement of the potentials A, ®
by

1 0Ox
A=A -—grady; & =0+=-.2. 46
grad x +o 5 (46)
Note that if A and ® satisfy the equations
1 0P

then the same equations are satisfied by A’ and ®'. Moreover, they
satisfy the relation

(r—r9)A’ —¢(t -t =0, (48)

which follows from (43).
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The new potentials are unambiguously expressible via the field. If we
denote by double overbars the averaging between the two points r?, ¢°
and r, ¢ given by the formula

F=2 /01 e+ (r = %u, t° + (t — t°)u]udu, (49)

then we have

A = 3l =) 5] - et - )€
(50)
=

Using the substitution (45), i.e., after we have introduced the new
potentials, equations (39) and (40) turn into

AR =0, (51)

(L+1)R = —%A’l =

1 [m2c? €2 1 e

12 1
=T taA — $?) — 1 ol 9)—ila-@),  (52)

where by L we denoted the operator

of
ot’
which could also be denoted by M’ since it is obtained from M by
introducing the new potentials.

One can get out of equation (52) not only the value of (L +1)R’, but
also the very function R’ at £ = 0. Indeed, if one considers a function
f(x,y, 2,t) as a function of the ratios (x—z) : (y—1°) : (2—2°) : ¢(t—1°)
and of £ and assumes that {% — 0 then £ — 0, then the value of (L+1) f
at £ = 0 is defined by the value of f at £ = 0 and vice versa.

Consider the equation

(L+p)f =¢(rt), (54)

where p is a positive integer. It is easy to verify that it is satisfied by
the function

Lf=(r—1% gradf + (t —t°) (53)

f(r,t) = /0 o[r? + (r — v, 10 + (t — t°)uuP " du. (55)
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The only solution of the homogeneous equation (L + p)f = 0, which is
regular around r = r% ¢ = ¢°, is just zero. Therefore, for positive values
of p the function f is unambiguously defined by formula (55). Taking
the right-hand side of equation (52) for ¢ and applying formula (55), we
obtain the well-known expression for the Riemann function for the ball
&E=0.

7. As is well known from the classical investigations of the Cauchy
problem by Hadamard [2], the Riemann function is closely related to the
fundamental solution (solution élémentaire) of a given equation (which
may be either of elliptic or hyperbolic type). The fundamental solution,
e.g., the function % for the Laplace equation or the function

/e (t =92 — (z = a0)? = (y — y°)2

for the equation
u 0w 1 %

gu _—.2% 9
Ox? + oy?2 2 Ot2 ’

has a singularity either at a given point or on a characteristic cone con-
taining this point. The type of singularity depends on the particular
equation. In the case when the number of independent variables is odd
the fundamental solution is defined unambiguously. For the case of even
independent variables there exist infinitely many fundamental solutions;
these solutions have logarithmic singularities, the coefficient of the loga-
rithm being defined unambiguously and being nothing but the Riemann
function. One can also construct a fundamental solution for equations
of the parabolic type. It can be obtained by a limiting procedure from
the elliptic or hyperbolic cases. An elementary example is given by the
function

which is the fundamental solution of the equation

0%u  Ou

022 dy’

Consider now the Dirac equation. The Riemann function for the
second-order Dirac equation can be represented as an integral over the
proper time variable

R= /FdT, (56)
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where F' is the fundamental solution of the “Dirac equation with proper
time,” i.e., the equation
h? oF
—AF =ih—. 57
2m or (57)
The independent variables of this equation are x,y, z,t,7. Since the
number of them is odd, the fundamental solution is defined unambigu-
ously.
Clear up the behavior of the fundamental solution around the essen-
tial singularity 7 = 0. For this purpose, assume as above

F=ciSf (58)

and look for the solution as a power series over 7. The function S satisfies
the Hamilton—Jacobi equation with the proper time (I, 12). Substituting
the series

S:E+SO+SW+5272+... (59)
T
into this equation, we get
, 1 (05.)° .
(grad S_1)* — =\ o =2mS_q; (60)

therefore, we can take
1 02 _ .2 02 1
S_lzim[(r—r ) = (t—1t") ]:—img. (61)

Using this formula for S_;, one gets the equation for Sp:

(r—r%) - grad Sp + (t — to)% =-° {r—r)A —ct-t")®}. (62)
c
This equation coincides with equation (43) for x up to the factor —<.
Therefore, we are able to let

e e [V
So=—Sy = _7/ (Adr — cddt). (63)
C C (r0,t9)
Finally, the equation for Sy is
(L+1)S = S m2c? + é(A'2 — %) (64)
! 2m c? ’
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where L is given by (53). The solution for this equation can be obtained
by formula (55). The further coefficients are unambiguously determined
from the equations

(L+p)Sp = ¢, (P=23,..), (65)

where the ¢, is known as far as the previous terms are determined.
Finally, we have

mé e 1, e*r

1
2

For the case of a free particle, formula (66) gives the exact solution for
S.

Equation (16) for f can be solved in an analogous way. We get

C er '
Let us study now what integration contour should be taken in the
formula

R= /e%sfdﬁ', (68)

in order to obtain the Riemann function. The integral (68) obviously
satisfies the second-order Dirac equation. In order to be the Riemann
function it should also satisfy conditions (40) or (52) on the ball (light
cone) & = 0. Show that this condition is indeed satisfied if we take
a closed integration contour on the complex 7-plane around the point
7 = 0. In order to verify this fact, note that the action function S has no
pole when & = 0 and, therefore, the whole expression under integration
has no essential singularity at this value of £&. To compute the integral
it is enough to take the residue at 7 = 0. For £ = 0, we have

. 1 . 2 .2 1
ie ime ie 2
R= _e 1- ~ (A 0?)du—
exp( hcx>/0 { oh | 2hm027/0 ( Jdu

1

er . C
e ; (za~3§+a-@)du+...}T2dT:
. 1 . 2 - 9
. e imc ie 5
- _9 _= 12 x2
mC’eXp( hcx)/o { 2h + 2hmc? (A )+
€ .
+2mc (il H+ao- @)}du. (69)
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The function R’ defined by (45) is

1 2.2 2
R’:QWQCE {mc T (A’—<I>’2)+€(a~s')—ia-e)}du.

m Jo h? h2c? he
(70)
Therefore, if we let
272 hic 1 m
C = ——: = - 1
m 4’ 8m2he’ (1)

then the function R’ will satisfy equation (52). It means that the integral
(68) is indeed the Riemann function.

Choosing the integration path in an appropriate way, one can also
get the fundamental solution of the second-order Dirac equation out of
(68).

The fundamental solution U of the equation AU = 0 is

Uzl_{Rlong-R }—l—U*, (72)
i &

where R and R* are the same as above: R is the Riemann function and
R* is defined by formula (44). The function U* is already regular around
the point £ = 0. The only requirement on it is that expression (72) sat-
isfies the equation AU = 0. This condition is obviously insufficient to
determine it completely. It means that different fundamental solutions
differ from each other by the functions U*. They can be obtained from
(68) by choosing different integration paths. The ambiguity of the fun-
damental solution is a reflection of the fact that the number of variables
of the Dirac equation without proper time is even.

8. Consider as an example the motion of an electron in a constant
electric and magnetic field and construct the corresponding Riemann
function. For the simplicity of computations let us restrict ourselves to
the case of collinear fields, which we assume to be parallel to the z-axis.

Assuming the potentials to be

1 1
A, = _iHy; A, = in; A, =0, &=-Ez, (73)

we can easily solve the classical equations of motion corresponding to
the Lagrange function (I, 6). For the action integral (I, 7), we get the
expression

_ Lo e 0\2 2 0\2 eET
S =5 imCT—i-ZC[(z 20)° — (¢ t)]coth%—l—
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R - 2902 4 (1 — 92 eoth T
+ P [(z —2")* + (y — y°)*]coth Py (74)
where Sy is
_ e _ ¢ oy 40y oo, 0
So = cX_ 2(2+z)(t tY) 2C(xy y x), (74x)

which does not depend on 7.

Returning to equation (13) for f, we see that it can be satisfied by
a function depending on 7 only. In this case it coincides with equation
(16), which we have already transformed to the form (21). In our case,
the determinant g is equal to

const

 sin? HT . gin BRI (75)
and the solution of equation (21) is given by
O =exp <_2er€wUZHT — 2;6@287> . (76)
Determining the constant factor of the function f from (71), we obtain
m eH e€ 1O
f= T Snlhe <2mc) - (2mc> Sin? Ty 2 T (77)

Taking this expression for f and taking the integral
R= /e%Sde (78)

along a sufficiently small circle around the origin, one gets the Riemann
function for the given problem.
In a particular case, when the field vanishes, one has

f':_

and, therefore,

m 1 mé 1
s =0 e 79
8m2he T2 or 2T (79)

_L/e _img _ime? \ dr
8m2he *P 2hT 2h T 72

- —%Jl (5-vE) . (80)

while R* has the constant value ﬁ Therefore, for the case of a van-

ishing field the function @ of the general theory is given by

Q= (EVE) A0 + 5o(e) (81)
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IITI Applications to the Positron Theory

The basis of the positron theory suggested by Dirac is the consideration
of the “mixed density” corresponding to the distribution of electrons
among the states with positive and negative energies.

Dirac considers the mixed densities of two types, namely, Ry and Rp,

where
(v, 8, ¢|Ra|r, %, (%) =

> QP 10,¢%) = > (1, QP 0,¢%, (1)

occupied free
(r,t,¢|Rp[x",°, %) =
> v, O, 10,0 + ) (e, Qv 0,¢%.  (2)

occupied free

Here v (r,t,{) denotes the wave function of one electron depending on
coordinates r, time ¢, and the spin variable (component number) ¢. The
sum is taken over the wave function index (the number of the state),
which we omit here for brevity. The first sum is taken over all occupied
states and the second over free ones.

Dirac computes (1) and (2) for electrons in the absence of a field
by direct summation expressions and studies their singularity on a light
cone. He constructs then analogous expressions for electrons in the pres-
ence of a field and obtains their singularities from the requirements that
they satisfy the wave equations and tend to the ones already computed
when the field tends to zero.

However, expressions (1) and (2) are closely related to the function
that one encounters in the study of the Cauchy problem for the Dirac
equation. This relation has not been mentioned by Dirac and we are
going to clarify it now.

Consider first expression (2). Taking Rp as a matrix with indices ¢
and {y we can rewrite it in the form

<I‘, thF|r07 t0> = RF(ra t)' (3)

This expression satisfies the Dirac equation and turns into the kernel of
the unity operator

{(a~P)+mca4—€}RF=0, (4)

Rp =6(r —1°) when t = t°. (5)
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These conditions fix the function Rr unambiguously. Hence, it is not
necessary to compute it by direct summation of the series (2), but just
by solving the Cauchy problem instead.
Indeed, the function @ (II, 26) which we have considered in part II
satisfies the second-order Dirac equation and the condition
0Q

Q = 0; E—é(r—ro) when t = °. (6)

It implies that the expression

RF=—§{<a~P>+mca4—f}Q7 (7)

where, according to (11, 26),

Q= Ry(§) + R*(8), (8)

satisfies equations (4) and (5). Therefore, the Dirac function Rr can be
expressed via the Riemann function, which we have studied in detail in
part II.

As for the function R;, it can be expressed via the fundamental
solution U like Rp can be expressed via Q:

ic

Rlz—h{(a~P)+mca4€}U, )

where, according to (II, 72),

1 R* .
U:m{Rlog§|+ g}+U. (10)

One can call expression (9) the fundamental solution of the first-order
Dirac equation.

An unambiguous determination of the function R; is possible only if
the initial conditions are fixed. Fixing of these initial conditions should
be made from some physical reasoning. For example, one can require
that at the initial moment of time t = t° all electron states with negative
kinetic energy are occupied and all states with positive energy are free.
Then, which is obvious from the initial definition (1) of the function Ry, it
should become the kernel of the operator of sign of kinetic energy (taken
with minus). Solving the Dirac equation with these initial conditions,
one obtains the value of the mixed density for an arbitrary value of t.
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As a concluding remark, let us mention the physical meaning of mixed
density. Which terms of it have a physical meaning and which do not?
Dirac as well as Heisenberg [3] suggest to fix the singular part in the
expression for R; and provide with physical meaning only the difference
between the full expression for R; and the singular part. From our point
of view, this procedure contains too much arbitrariness. The only safe
criterion is the correspondence principle. Concerning our problem this
principle means that only those expressions have a physical meaning
that remains finite everywhere including the light cone when h — 0
(in other words, uniformly finite with respect to £). The other terms
should be rejected as having no physical meaning. This criterion is in
agreement with the computation of the vacuum polarization made by
several authors.? According to these computations, the additional terms
of the Lagrange function for the electromagnetic field are power series
with respect to h. This fact also shows the applicability of the Wentzel-
Brillouin method considered in the second part of the paper.
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The self-consistent field method with the exchange is one of the most
precise of the existing methods for a calculation of many-electron atoms.
The complication which is brought into the calculation in comparison
with other methods (method of the variation of parameters in analytic
one-electron wave functions and the self-consistent method without ex-
change) is undoubtedly warranted by the higher accuracy of the calcu-
lation of univalent atoms and ions similar to them. The situation is
somewhat different for atoms and ions with several valence electrons.
The calculations of the beryllium atom, for example, show [1] that the
discrepancy between the experimental and calculated values for the to-
tal energy exceeds several times the refinement of the correction of the
energy due to the exchange in the self-consistent method. Limitations of
the existing approximate methods appear to be more noticeable in the
calculations of the optical terms of divalent atoms.

That comparatively big discrepancy of the experimental and theo-
retical results can be attributed to the disregard of electron interaction,
which is expressed in the separation of variables in the atomic wave func-
tion. The greater or lesser admissibility of the separation of variables
in the wave function of the many-electron atom, i.e., the introduction
of one-electron states, is determined by the feature of the potential field
which acts on the separate electrons and, namely, by the degree to which
this field can be approximated by the spherically symmetric field. From
this point of view, the previously mentioned results can be easily ex-
plained.
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The inner-shell electrons of the atoms constitute a core that has the
spherical symmetry (if we disregard a polarization of the core). The
highest probability of the location of valence electrons is outside the
core and, therefore, the interaction of the inner-shell electrons with the
valence electrons can be represented to a great extent by the screening
of the charge of the nucleus, which preserves the spherical symmetry
of the field. Hence, it is clear that the exterior electron of a univalent
atom moves in an approximately central Coulomb field and a state of
the electron can be described by a hydrogen-like wave function. This is
confirmed by the similarity of the optical spectra of alkaline atoms and
the hydrogen atom. In the presence of two valence electrons, their inter-
action in the ground state of an atom violates noticeably the spherical
symmetry of the potential field for each of them; hence, this restricts the
applicability of the one-electron wave functions. For those excited states
that can be considered as a transition of one valence electron from the
ground state to an excited state, the separation of the variables gives a
smaller error. This is verified, for example, by the results of the calcula-
tions of the electronic states of the molecule Hs presented by Hylleraas
[2]; in this molecule the interaction of the electrons in the ground state
violates the axial symmetry stronger than in excited states.

Similar considerations can be also extended to atoms with an arbi-
trary number of the valence electrons.

As to inner-shell electrons, the potential field that acts on them is
mainly determined by the Coulomb field of the nucleus. Mutual per-
turbation of the electrons from the inner shell influences the total field
in the atom relatively less than similar interactions of the valent elec-
trons on the total peripheral field where the nuclear charge is strongly
screened.

A complete rejection of the one-electron wave functions in atomic
calculations seems to be not possible, but on the basis of qualitative ar-
guments stated above one can expect a significant improvement of the
accuracy in the calculations of atoms with several valent electrons if one
rejects the approximation of one-electron states for the valent electrons
and preserves this approximation for inner-shell electrons. This sepa-
ration of the variables for inner electrons influences especially little the
optical frequencies and the probability of transitions, which are mainly
determined by the behavior of the valence electrons.

In the present article a theory of a calculation with incomplete sep-
aration of the variables for divalent atoms is given.

© 2004 by Chapman & Hall/CRC



40-1 Incomplete separation of ... 443

1 Construction of the Wave Function

Introduction

According to the concept outlined in the Introduction, we accept the
separation of variables of the electrons on inner shells in a divalent atom
and associate a wave function ; () with each inner-shell electron. The
index i specifies a one-electron state and, therefore, it denotes a set of
four quantum numbers, the argument x denotes three components of the
spatial coordinate and the spin coordinate of the electron. We suppose
further that two valence electrons are described by the function ¢ (z, z').
Then a state of a divalent atom with n+ 2 electrons will be described by
the function ¥ of n + 2 variables x; (j = 1,2,...n 4+ 2) produced with
the help of n+1 different functions. It is obvious that the Pauli principle
will be fulfilled if we assume the function ¢ (z,2’) to be antisymmetric
and take

v (1‘1,.732, s 7ITL+2) = Z (_1)[P] 12 (1‘5173352) :
P

'71)1 (‘rﬁs) 1/)2 (xfh) cee u)n (xﬁn+2) ) (11)

where the summation is done over all possible permutations P 31, (s,
.+y Bnye2 of numbers of the series (1,2,..n 4 2), i.e., over all possible
permutations of the electrons and the symbol [P] is the parity of the
permutation P.
Taking into account the antisymmetry of ¢ (z,z’) and dropping the
factor 2, we can rewrite expression (1.1) as follows:

n+2
W (21,22,...,2Tn40) = @ (x1,20) D2 + Z (—=1)* @ (21, 21) D"+

k=3

n+2 n+2 ) .

+ 3 () g (o, ) DD ()M () DL (1.2)
k=3 E>i=3
We denoted as
D™ = D" (21,2, Tr 1, Trg 1y -+ Ts— 15 Tst 15+ - Tnp2)

the determinant of the wave functions of inner-shell electrons where the
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rows corresponding to the r-th and s-th electrons are dropped, i.e.,

Vi (1),  P2(z1), .. Yn(21)
1/11 (xZ)a 1/J2 (1'2); qun (xQ)
(3 (xr71)7 (0 (%;;1), Yn ("L‘r71>
Drs — P1 (xr-i-l)’ (5 (l‘r+1), oo U (xr-l-l) . (1.3)

U1 (@act) s 2 (Tac) s - ton (Tam)
U1 (Ts41) s Y2 (Tsy1), -0 Un (Ts41)

P1 (x.n'+2), o (.l‘.n.+2)a Py ($n+2)

We suppose the one-electron functions 1; () to be mutually orthog-
onal and normalized. Concerning the function ¢ (x,2’) we notice the
following. The wave function ¥ of the whole atom is not changed if
we add to ¢ (z,2’) an additional term that is linear with respect to the
one-electron functions ; (), since the extra terms appearing after this
addition in expression (1.1) are the determinants with equal columns.
Taking into account also the antisymmetry of the function ¥, we can,
therefore, replace the function ¢ (z,2z’) in formulae (1.1) and (1.2) by
the expression

n

w(z,a) = o (e,a)+ Y [fi (@) i (@) = fi () s ()] +

i=1
+ Y Canthi () v (), (1.4)

i,k=1

where f; (x) are arbitrary functions and Cj;, comply with the condition
Cix = —Cl-

We could omit the last summand in formula (1.4) and write down
(1.4) as follows:

w(z,2') = g (@) + Y [fi () i (@) = fi(@) i ()] (15)

i=1

In fact, equation (1.4) is obtained from (1.5) by the substitution

fi(x) = fi(z +Za1kwk (1.6)
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with C;r = ajr — ar;. We will not assume the coefficients Cj, to be
equal to zero, having in mind to impose in the following some additional
conditions on f; (x) (see equation (1.7) below).

For given ¢ (x,z'), we can choose the quantities Cy;, and f; (z) to get
the function w (z, ") orthogonal to every function 1; (x') identically for
any x. For this, it is sufficient to take

fi@) = [0 o) i (1.7)
and
Cix = //gp(m,x’)%(m)ipk (2") dzdx’. (1.8)

Here and in the following the symbol of the integration over x denotes
the integration over spatial coordinates and the summation over two
components of the spin.

We denote as ¢ (z,2') the function w (x,2") (1.4) when f; (z) and
C;, are subject to these conditions. Obviously, Cj; are the Fourier co-
efficients of the function ¢ (z,z’). If we complement the system of n
one-electron functions v; (z) to a complete one and write the expansion
of ¢ (x,2') over the functions of this closed system

(x,2) =Y Cuthy () v (2), (1.9)
ik=1
then
Y (x,2) = Z Cikthi (z) Yy (2'). (1.10)
i,k=n+1

Thus, the wave function ¥ of the whole atom will have the form

n+2 n+2
U= (w1, 22) + D (1) (@1, 2) DY+ (=) (0, 24) D*+
k=3 k=3
n+2 .
+ >0 (=D (2, @) DF, (1.11)
k>i=3

where D" have the values (1.3) and functions ; (z) and ¢ (z,z’) obey
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the conditions

(1.12)

Normalization of the function v (x,2’) is chosen so that

/w (dz) = (n+ 2)!

((dx) = dx1dxs . .. dx,yes), as well as in case of the complete separation
of the variables.

2 Calculation of Density Integral

Introduction

In order to get an expression for the total energy of the divalent atom,
we have to calculate beforehand the integral

/. . / @\I’,/dl‘gdﬂu [N d$n+27 (21)

where two primes over ¥ denote that two first arguments z; and zo of
this function are replaced by z} and x. When ] = 1 and =}, = x4
this expression gives the density of the probability distribution for the
coordinates of a pair of electrons of the atom. In order to calculate this
integral, we write the determinants D* entering the wave function ¥”
in the explicit form

Dik = Zgalpcm (x/l) '(/}az (.%‘/2) .- 'wai71 (xi—l) wai (xi-i-l) s

s 1/}0%—2 (xk—l) wak—l (‘T/H-l) o d)an (:CTL+2) s (22)
where « is a set of indices oy, as,...q, which is a permutation of the

numbers 1,2, ...n. The factor ¢, is equal to plus or minus unity accord-
ing to the parity of the permutation and the summation of all possible
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permutations is carried out. In a similar way, we write also the deter-
minants entering the function ¥. Then the integral (2.1) is reduced to
three types of integrals, which are easily calculated because the majority
of integrals are, in fact, equal to zero due to the orthogonality conditions
(1.12). These integrals are written as follows:

/. . ./w (z1,22) D29 (2, 2%) D2dxzday . .. dz, 10 =

= o) (1, 22)) (2, 23) |

n+2 n+2

/ /Z U(x1, T8) le Z Y (2], 2D M drsdry. . ATy, 0 =

— nlo (22, 2}) / D) (@, ax) day,
n+2 n+2

/ _/Z Z+k+1 l'ul'k D’Lk Zw x?“axS)D dxgdx4 d.’ﬂn+2

k>i=3 r>s=3

=nl [Q (7:1) xll) Q(x2axl2) -0 (331,%"2) o (x27x/1)] .
(2.3)

In these formulae ¢ denotes the one-electron density matrix, i.e.,

o(w,a) = o () (). (2.4)
Using these formulae, we get

/ / \IJ\II//d£E3d£E4 d$n+2 1/} (1‘1, :L‘g)i/) (mllv x/Z) +

+g<x1,x1>/w<x2,x>¢<xg,x> dx+g<x2,mg)/w<x1,x>w (2, 2) do—

I1,$2 /w T2, T .1‘17 )d$—9($27$/1)/1/}(1’17$)¢ (xéax)dx—’—

+g(x1,x'1)g(x2,x’2) _Q(xhxé)g(x%x&)' (2'5)
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We introduce the following notations:
01 (3017952»»”51»%) = ¥ (z1,22)¢ (27, 25) (2.6)

/w x, ") (2, ") dx”. (2.7)

Then formula (2.5) is rewritten as

1 _
o / ) / VU dzsdry ... de, o0 = 01 (1,70, 2], h) +

Q(xhxll) , O (.1'17.7/',2)
01 (J}g,l‘&) y 01 (anxé)

01 (v1,71), o1 (z1,25)
Q(I‘Q,l‘/l), Q(x27x12)
Q(xlvmll)v Q(xlvx/Z)
Q($2,I’/1)7 Q($27.’II/2)

(2.8)

When we admit the complete separation of variables, the atomic wave
function is constructed from n + 2 different one-electron wave functions.
In this case, the integral, which corresponds to the one of (2.1), is easily
calculated:

1 T/ _ R(xhx/l),R(xlaxIZ)
E//\I/\If d$3d$4...d$n+2— ‘R(x271'/1), R(CEQ,.’E,Q) 5 (29)

where
R(o,a') = 3 i (2) s (). (2.10)

Each element of the density matrix can be obviously represented as
a sum of two matrix elements

R(z,2') = o (x,2") + o) (z,2). (2.11)
Here ¢ (x,2) has the previous value (2.4) and

n+2

= > Pi(a) (@), (2.12)

i=n+1
Then the determinant (2.9) is rewritten as a sum of four determinants
Qtl) (xhx/l) ) Q(l) (xlaxé)
,Q(IL'Q,(E/l), Q(.’L’Q,.’IIIQ)

Q(Ilaxll)7 Q(xhzé)
Q(l’g,l'/l) ’ Q($27x/2)

(.%'271‘/1) ) 0 <x2ﬂ$l2)

Q(‘Tlaxll) , 0 (Ihzé)
Q(l) (anxll) ) 9[1) (val'/Q)

’ 9(1) (wlvxll) ) 9(1) (xlaxé)
0 0
01 1

4 (2.13)
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Comparing this expression with the right-hand side of (2.8), we can
formulate the following rule. In order to transform formula (2.13) into
(2.8), which corresponds to incomplete separation of variables, we have
to do the following replacements: the determinant that is composed only
from the elements of the matrix o} should be substituted for the matrix
element o1 defined by equation(2.6); in the remaining determinants the
matrix elements ¢ should be replaced by the corresponding matrix el-
ements of g in equation (2.7). Similar rules can be formulated also for
the transition from the complete separation of variables to an incomplete
separation for atoms with an arbitrary number of valence electrons.

If we set in equation (2.8) z} = z1,25 = z2 and then integrate it
over 1 and xo, we see that the resulting integrals of separate terms in
the right-hand side of (2.8) will be equal to 2 +2n+2n+n((n—1) =
(n+ 1) (n+2). Separate terms in this formula have a simple interpre-
tation. The first term up to a factor gives a probability that a pair of
electrons is valent. The second and third terms together give a proba-
bility that one electron of the pair is valent and another is an inner-shell
electron. The last term gives a probability that both electrons are from
the inner-shell. A simple combinatorial calculation of the probabilities
mentioned above gives the same result if we attribute to inner-shell states
equal statistical weights and to the two-electron valence state the weight
which is two times larger.

Strictly speaking, the probability interpretation of the integrals of
separate terms in formula (2.8) still gives no right to consider the inte-
grands themselves as the probability densities. Therefore, relation be-
tween formula (2.8) (at ] = 21 and z}, = 22) and the theorem of the
probability addition, natural at first sight, is hardly correct.

We can do the integration over z2 and z; in two steps. We put first
in (2.8) 4, = x3 keeping x} different from z; and make integration over
x9. Denoting as ¥’ the function ¥ where x4 is replaced by z] we get the
formula

1
n+ 1!

/. . ./@\I"dxgdm o dTpio = 01 (v1,7)) + 0 (z1, 7)) . (2.14)
When z] = x; this expression gives a probability density for the coordi-

nate distribution of an electron in the atom. Then, integrating over x1,
we get for the normalization integral the value

/. . ./@\I/dxldxg e ildTpyo = (n+2)! (2.15)

which has been already given at the end of §1.
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3 Dependence of Wave Functions on Spin!

Introduction

In order to single out the dependence of the wave functions 9 (x, 2") and
¥; () (i=1,2...n) on spin variables we use the fact that the energy
operator does not depend on the spin explicitly. The wave function
U for a system of k electrons in a central field can be defined as an
antisymmetric function, which is a common eigenfunction of the energy
operator, the operators of the total and orbital angular momenta, the
spin and z-th component of the total angular momentum, i.e.,

HY = EV, (3.1)
M?¥ = A%j(j+ 1), (3.2)
m?V = KA (1+1)7T, (3.3)

20 = s(s+1)0, (3.4)
M,V = hmU. (3.5)

The total angular momentum operator is M = m + hs, where m and
hs are the operators of the orbital angular momentum and the spin. The
quantum numbers s, j and m for a given [ and for k electrons can take
the following values:

s:g,g—l, % or 0,
j:l—|—sl—|—s—1 =8, (3.6)
m=j,j—1...=7

From the commutation relations for the operators of components of
the angular momentum, we can write the following system of the first-
order equations [3]:

(Mx + ZMy) wjm = hajmwjm-i—la (37)
(Mw — ’LMy) wjm-i-l = hajm'(/}jma (38)
where

ISome of the results obtained in this section are well known. Nevertheless, we
give this derivation not only for the completeness but also because they are usually
derived either in a more complicated or in a less rigorous way. (Authors)
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If the integral of |z/1jm\2 does not depend on m, then @, is a complex
conjugate to aj,, which justifies the chosen notation. The system of
equations (3.7)—(3.8) together with equation (3.5) leads to equation(3.2).
Besides, it connects the eigenfunctions of the total angular momentum
for a fixed value of j and different values of m.

The previous formulae are derived only from the commutator rela-
tions for M, M, and M,; therefore, they are also valid for the orbital
angular momentum operators and the spin.

Consider now a function X&i’ (01,02,...0k), which is a common
eigenfunction of the operators s? and s,:

k k 1
SQX21);) = s(s+1)x); 525,5—1,...5 or 0; (3.10)
5. XD = vy v=ss—1,...—s. (3.11)

Each variable o, of the function X&i’ takes two values +1; then o,

corresponds to o,.,, i.e., to the doubled value of the spin component of
the r-th particle calculated in the units of h. An action of the spin
operators on functions of these variables is represented as follows:

k
seX (01,02,...0%) = 5 > X (01,02,...0r1, =07, 0041,...0%) ,
r=1
.k
(3
SyX(O—lao—Qv"'Uk:) = _5 E JT‘X(O—lvo—Q,"'O—Tflv_UT70T+17"'Jk)7
r=1

k
1
s:X (01,02,...0%) = 5 (ZO‘T> X (01,02,...0%). (3.12)
r=1

Using these formulae, it is easy to show that the operator s? has the
following expression:

2

2
— o2 2 2 _
s =s,tsy+s;=——

k
1 +k+> P, (3.13)

r<s

where P, is the permutation operator of o, and os.

In the general case of k electrons, the common eigenvalues of the
operators s? and s, are degenerate, so the multiplicity of the degeneracy
is defined by the number A which is equal to

() e

© 2004 by Chapman & Hall/CRC



452 V.A. Fock, M.G. Veselov and M.I. Petrashen

Therefore, the function Xgﬁ) has one more index A besides the indices

s,v, which run the values A = 1,2,... ;. But in the case of one- and
two-electron problems, which we will be interested in, A; = 1 and the
additional index is not necessary.

We construct the spin functions in this case.

According to equations (3.10) and (3.11) for a one-electron problem
s and v have the values s = % and v = i% and the corresponding wave

2
functions will be

S
I

s(l+0),
(3.15)

S
|

1o,

>

1
2

It is easy to see that these functions are normalized and that they
correspond to the value a 1= 1. In the two-electron spin problem the

s? operator according to (3.12) is expressed as
s? =1+ Py, (3.16)

where Pjs is the transposition operator of o1 and o5. In this case the
quantum number s has the values 1 and 0 and, as a consequence, the
number v takes the values —1,0,1, and 0, correspondingly. A well-
known result follows immediately from the expression for the operator s2,
namely, the function oo (01,02) has to be antisymmetric and all three
functions x1, (61,02), (v = —1,0,1) have to be symmetric relative to
a transposition of o1 and oo. As well as for the one-electron problem,
using these symmetry properties one can easily construct the spin func-
tions avoiding the tedious general prescriptions. Being obtained in this
way, the analytic expressions for the normalized functions are written as
follows:

1
01,09) = —= (01 —02),
X00(1 2) 2\/5(1 2)

X10 (01,02) = 27\1/5(1—0102),
X1-1(01,02) = 3(1—01)(1—02)7
X11 (0’1,0’2) = i(1+01)(1+02)- (317)

We return now to the problem of the separation of spin variables in
a general solution of equations (3.1)—(3.5) in the two-electron case.
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Together with the function x5, (01, 02), we also consider the function
tyy, (r1,r2), which satisfies the Schrédinger equation and the equations

m?yy,, = K21+ 1) ¥y, (3.18)
maa, = huy, (p=101-1,...=1). (3.19)

The wave function ¢§l¢i) (x1,22) of the two-electron system satis-
fying equations (3.1)—(3.5) will be expressed in terms of the functions
Xsv (01, 02) and 9y, (r1,r2) in the following way:

Q/Jj(in) (w1, 2) = Y Cﬁ-lyfl) (1, V) Yy (r1,12) Xs0 (01, 02) . (3.20)

p+r=m

The wave function (3.7) will be antisymmetric for a transposition of
x1 and xy if for s = 0 4y, (r1,r2) is symmetric and for s = 1 it is
antisymmetric with respect to the transposition of the arguments r; and
ro.

The sum in the right-hand side of formula (3.20) satisfies equations
(3.1), (3.3), (3.4) and (3.5) for any set of coefficients cg )(u, v); these
coefficients will be defined if one requires the function to satisfy also
equation (3.2).

Using formulae (3.7) and (3.8), one can reduce this condition to the
set of the following equations:

ls
Qi 1C§m) (1,v) = 1C§m) Lp—1,0) + asy,lcg,m)_l (v —1),

— (Is — (Is
Oéij( ) (,u, ) = C“j/»bc;m)+1 (/1‘ + 17 V) + OCSVC;m)+1 (/u‘v v+ 1) ) (321)

where u +v=m
From the orthogonality and normalization conditions of the function

P (21, 22)

//1ﬁ(ls) .Tl,.’L‘Q l ) (!L‘l,aig) da:ldxg = (Sjj/, (3.22)

and from the orthogonality and normalization of the functions t, (r1,r2)
and X, (01,09)

/ B (v1,12) Y (11, 1) drrdes = 8,0, (3.23)
Z m(gl7 0'2) Xs'v! (0'17 0’2) = 5‘93’51/1/’, (3'24)
01,02
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we get the following equations for c( '8 (1, v):
ls ls
Zc§m’ (1 = ) ) (ym = ) = 35, (3.25)

which show that the coefficients c *. (1, m — p1) constitute a unitary ma-
trix with rows indicated by the numbers 7 and columns indicated by the
numbers u. As a consequence of these equations it follows

chl; (s — 1) €S (' — ') = B (3.26)

According to formula (3.20), the two-electron wave function of a sin-
glet state (s = 0) is represented by a single term

7/1§l72) (w1, 22) = Y (r1,72) X00 (01,02), (3.27)

where j = [, 4 = m and 9y, (r1,r2) has to be symmetric for a transposi-

tion of ry and ry. We drop the coefficient c( 0 (1, 0) at ¥y, x0,0 because
it can be equated to unity due to equation (3 25). With the exception
of some special cases, the functions of a triplet state (s = 1) are rep-
resented, in general, as a sum of three terms, which correspond to the
values v = —1,0, 1 with antisymmetric v, (r1,rz).

In particular cases this sum is reduced to one term (i.e., for I = 0 or
for m = j) or to two terms.

Similar to (3.20), the one-electron functions are represented by the
sum of two terms

11 1%
1/)](7;‘;) ({E) = CEWEZ) (m - V) q/)lm—u (I‘) X1/2v (0) ’ (328)
v==+

Nl

where j =1+ %

The same equations (3.21) and unitary conditions (3.25)-(3.26) are
valid for coefficients c§ $) (1, m — p) of the one-electron functions.

The formulae similar to (3.20) exhibit the so-called vector model and
they are valid for the vector coupling of any two angular momentum
operators. Formulae (3.7)-(3.9), ( 3.21) and (3.25)—(3.26) also have the
same generality. Using these formulae one can define, for example, spin
functions of two-electron states if the one-electron spin functions are
known. Thus, in order to obtain xoo (01,02), we calculate the corre-

1

sponding coefficients c(2 2) (2,

1/) and get for this function the following
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expression:

1

X00 (01702) = \ﬁ {X%% (01) x

(3.17a)
It is easy to see that due to equation (3.15) this expression coincides
with the formula (3.17) for xoo (01, 02) obtained earlier.

4 Determination of Dependence on Spin Variables
in the Matrix Elements of the Electron Density

Introduction

In the following calculations, we restrict ourselves by the ground and,
therefore, singlet state of a divalent atom. In order to determine explic-
itly the dependence on spin variables in formulae (2.5) and (2.14), we
consider elements of the density matrices o and g1, defined by formulae
(2.4), (2.6) and (2.7). Substituting the function wj(fg), which is defined

by formula (3.27) as ¢ (z,2’) in formula (2.6), we get

o1 (21, 2232, @) = Yu (r1,72) Y (7, 15) X0,0 (91, 02) X0,0 (07, 05) -
(4.1)
Assuming then o] = 01,05 = 02 and making summation over oy
and o2, due to the normalization of function x¢,0 (01, 02), we get for the
quantity

o1 (r1,r2;1],15) = Z 01 (r101,1202; 1101, 1502) (4.2)
01,02

the following expression:

01 (r1,r2; 1y, 15) = Py (r1,72) P (¥, 75) - (4.3)

In order to extract the dependence on spins of the matrix o; defined by
formula (2.7), we set af, = x5 in expression (4.1) and integrate it over
xo taking xo,0 (07,0%) from the corresponding formula (3.17a). Using
relation (3.15) for one-electron spin functions, due to

Y1 (@) a1 (0) + XT3 () x5 (a’):%(1+aa’)=5w/, (4.4)

N

11 11
272 272

we get the following expression:

1 o
o1 (z,2) = 5(500/ /Wu (r,x") oy, (', 2") dr”, (4.5)
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where dr is the differential of the ordinary volume.
Setting here o/ = o and making summation over o, we get

o1 (z,2') = /zZJTM(r,r") Wy, (2, ") dr". (4.6)

Let us turn to a derivation of the known expression for the matrix ele-
ment of the one-electron density o of inner-shell electrons (formula (2.4)).
The inner-shell electrons in our case form closed shells; hence, it is suf-
ficient to calculate a matrix element for one shell, i.e., for equivalent
electrons

o0 ( Z%m ) (41, (4.7)

and then to make summation of the obtained expression over all closed
shells, in other words, to make summation over all values n and [ of the
principal and azimuth quantum numbers.

We substitute the expression (3.28) in (4.7) and make first summation
over j and next we sum it over p and v also using the property (3.26)
and formula (4.4). Then we get

0O (2,4 = b 3 T () () (4.8)

p=-—1

Finally, we obtain
0@, a) =" Prp (1) i (1) O (4.9)

Setting here ¢’ = o and making the summation over o we receive

(rr)=2)" Z i (0)ihr, (7). (4.10)

n, p=—I

The summation over p in formulae (4.8) and (4.9) is easily performed
due to the well-known addition theorem for spherical harmonics.

Substituting the obtained expressions for matrix elements in formula
(2.5) and (2.14), we separate, in this way, their dependence on spin
variables. Setting further in new expression of the integral (2.5)
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o} = 01, 0y = 09 and summing up over o1 and oy we get

1 —
m Z /.../\Il(rlal,rgag,...rn+gan+2) X

0102

X W (r)o1,rh09, ... Tpio0nia)dTs .. .de, o =
= 01 (r1,r2; 7], 15) + 201 (r1,7)) 0 (r2,15) + 20 (r1,7)) 01 (r2,1h) —
—01 (r1,15) 0 (r2, 1)) — 0(r1,15) 01 (r2, 1)) + 4o (r1,1]) 0 (12, 15) —

—20(r1,15) 0 (ra,17) . (4.11)

Some matrix elements that form this formula are defined in equations
(4.3), (4.6) and (4.10).
Setting further o} = o in (2.14) and summing up over o1, we have

1 —
WZ/.../\I/(rlal,...rn+20n+2) X

/
XU (rj01,r209,. .. hia0,2) dredrs ... dTy o =

=01 (r1,7)) +20(r1,1)).  (4.12)

In the following, we use a notation for Schrédinger wave functions
similar to that in Sections 1 and 2 for functions with the spin; namely,
we will denote for brevity the set of quantum numbers defining a one-

electron function of the spatial coordinates as i, where i = 1,2, ... %n
(here n is the number of inner-shell electrons), i.e.,
Y (r) — ;i (r), (4.13)

and we will drop indices of the wave functions of valent-shell electrons,
ie.,

Yy (r1,r2) — ¥ (r1,12) . (4.14)

Let us separate the spin factors in the two-electron wave function
(1.4) considered in Section 1. In the original function ¢ (z, '), describing
the state of two valence electrons, the spin part, obviously, has to be the
same as in the function ¢ (z,z’), which is orthogonal to one-electron
functions of internal states, i.e.,

¢ (z,2") = ¢ (r,r1) X0, (0,0") (4.15)
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where ¢ (r,r’) is symmetric.

Assuming conditions (1.7)—(1.8), we replace w (x,z’) by ¢ (z,2’) in
formula (1.4) according to its definition in Section 5. Inserting the one-
electron functions (3.28) in (1.4), (1.7), (1.8), we make summation in
(1.4) using again the unitarity conditions (3.26).

Finally, after cancelation of the spin function xg0 (o,0’) and the
passage to the simplified notation of functions (4.13) and (4.14) formula
(1.4) will be written as

n/2
G (e,r') =@ (r ') = > [fi (0) i () + fi () i ()] +
i=1
n/2
+ Z aipthi (v) i ('), (4.16)
ik=1
where
filr) = /E(r/) o (r,r’)dr’ (4.17)
and

air = / i (v) Yy (2)) @ (v, 7" drdr’. (4.18)

An obvious equation
Al = Ak
follows from the symmetry of ¢ (r,r’).
Concluding this section, we write down the normalization and or-

thogonality conditions for Schréodinger wave functions. As a result of
spin separation in formulae (1.12), we obtain

//@(r, r') ¢ (r,x') drdr’ = 2,
[

)l/}z( ) =0,

/1/17 )k (r = Gik,

n
k=1,2,... )
Z 2

(4.19)
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5 Expression for the Energy of the Atom and
Equations for Wave Functions

Introduction

We find now an expression for the total energy of the atom. We have

1 —
= ——F [ VHY (d 5.1
gy [ TV (). (5.1)
where H is the energy operator, ¥ is the wave function of the atom and
(dx) = dxrdzs . .. dag o

The energy operator in the atomic units has the form

n+2 n+2

1
H = E H; E —, 2
: T2, (52)
=1 1>k=1
where H; = —%Ai — TL is the energy operator in the unscreened field of

the nucleus.
Substituting this expression for H in formula (5.1), we get

1 n-+2 - n+2 1
W = CE] {;/\I/Hitll(dx)Jr > /\Pmllf(da:)}- (5.3)

i>k=1

By virtue of the symmetry of the product ¥W¥ with respect to a
permutation of the coordinates of all electrons, both all n + 2 terms of
the single sum and 1 (n+2) (n+ 1) terms of the double sum are equal
to each other, and consequently

1 — 1 — 1
= M/\I!Hllll(dx)+2n'/\llm2\ll(dx) (5.4)

The integration over all variables, on which the operators in the inte-
grands do not depend (i.e., over xo, 3, ...Z,1o in the first integral and
over Is,Ty,...Tnyo in the second one), as well as the summation over
o1 in the first and over o1 and o9 in the second integrals were carried
out in the previous section.

Using now the derived formulae (4.11) and (4.12), we get the following
expression for the total energy of a divalent atom:

W = //E(I‘l,rz) |:;A1 — f} Y (r1,re) dndm +

1
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1 — 1
*/ w(rl,rg) E'@/J(I‘hl‘g)d’ﬁd’@-’-

n/2

+2Z/¢z (r1) {— TCJ Yi (r1)dm +
+2// [Q(I‘hh)@(l‘z,l‘z) 1 |Q(I‘1,I‘2)2} édﬁde +

+2///w (ra, 1) (ro, 1 )Lg(rhrl)deTlde_
///dJ ry, 1) (r1, T )1 2Q(r1r2)deTldTg, (5.5)

where, according to formula (4.10),

n/2

Zw Vi

and integration is done only over the spatial coordinates.
Taking into account the physical meaning of separate summands in
(5.05), we can conveniently write it as follows:

W = Wi + Wy + Whs. (5.6)
The expression
— ¢ 11
Wy = Y (ry,12) —*A1 — =+ -— | (r1,rp)dndr  (5.7)
T1 2 T12

gives the kinetic energy, the energy of the attraction to the nucleus and
the interaction energy of valence electrons, whereas

W2 = 22/%(1‘1) |:—;A1 — ’I‘Clj| 1/)1 (I‘l)dTl +
1=1

+2// {Q(rl,rl)g(rg,rz)—;|Q(r1,r2)|2] édndm (5.8)

gives the same quantities for inner-shell electrons; finally, the remaining
terms of formula (5.5), i.e., the expression

Wio = 2///%(1“2,1"3)1/)(1"2,1"3) é@(rhrl)dTldTZ(hﬁ -
—///E(rg,rg)z/z(rl,rg)ég(rlrg)dﬁdmdm, (5.9)
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give the interaction energy of the inner-shell electrons and the valence
ones.

Having now the complete expression for the energy, from the vari-
ation principle, we can derive the integro-differential equations for the
wave functions. In this way, we should take into account the proper
symmetry of the two-electron function ¢ (r,r’). It is clear that if the in-
tegrand has the same symmetry as this function, the resulting equation
will automatically preserve the symmetry. Therefore, we symmetrize
beforehand W; and Wis, i.e., in the expression for the total energy, we
set

= %//E(rhlﬁ) [H1 + Ho + 1"12} ¥ (ri,r2) dridry  (5.10)

and

Wia = // ¢ (r1,12) ¢ (r1,12) [1 + 1] o(rs,r3) dridradrs —

13 23
1
—*///Z/J (ri,r2) [ 1‘3,1‘1)*@(1‘371'2)4'
1
+1) (r3,12) EQ (1'31‘1)] dridrodrs. (5.11)

Furthermore, the variation equation
oW =0

has to be treated together with the additional conditions (4.19) of or-
thogonality and normalization, i.e., with the conditions

Jie = /%(r) br, (x) dr = i, (zk - 1,2...%) (5.12)

J = / P (e, v ) (v, v') drdr’ = 2. (5.13)

The second condition in (4.19) will be written in the following way:

Ji = // [)‘i (I‘) ); (I‘/) + A (I‘/) (r (r)]@(r’ I‘/) drdr — 0, (5.14)

where \; (r) are arbitrary functions.
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Let us write the expression

n/2 n/2
S|W AN+ (Ti+Ti) +2 ) Aiedir| =0 (5.15)
i=1 ik=1

and vary the functions ¢ (r1,r2) and ¥; (r1), taking into account that the
operators in the integrands are self-adjoint. Then, equating to zero the
coefficients at the variations 61 (r1, ro) and d%); (r1), we get one equation
for the two-electron function and n/2 equations for the wave functions
of the inner-shell electrons.

The equation for two-electron function ) (rq, r2) is written as follows:

1 1 1
f§(A1+A2)1/1(r1,r2)+ {— - = +f+2/9(r37r3) —dr3 +
71 72 T12 T23

+ 2/@(1‘3,1‘3) Tldﬂs] Y (ry,re) — /1/1(1'371‘2) i@(rsﬁl)dﬁa -

1
—/w (r3,r1) %Q(P&Pz)dm + 2\ (11, r2) +
n/2

+2Z (r1) s (ra) 4+ i (r2) 9 (r1)] = 0. (5.16)

This equation can be conveniently rewritten in the form

Lo (r1, 1) + 2X¢ (r1,12) +
n/2

+QZ (r1) i (r2) + i (r2) i (r1)] = 0, (5.17)

where we denoted as L12%) (r1,r2) the remaining terms in (5.16) so that
L5 is, in fact, an integro-differential operator.

The parameter A and the functions A; (r) enter the equation as
Lagrange multipliers.

We get the quantities 2\ calculating the integral

1 [—
5/1/)(1‘171'2)1/12¢ (I‘l,l"z)dTlde~

It is easy to see that because of (5.10)—(5.11) this expression coincides
with the sum W7+ Wis and, therefore, the value —2\, which corresponds
to the final solution of equation (5.16), gives the value of the total energy
of the valence electrons in the field of the atomic core. The equation for
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the wave function that describes the state of the electron specified by
the index i is written as:

1 ¢ 1
—§A1T/)i (r1) + [_7“1 + Q/Q(I'z,l‘z) EdTQ +

+ //E(anr)lﬂ (ra,r) 7012de7'2:| ;i (r1) —/%' (r2) TLQ(I‘%IH)CZTQ—
_%//E(r%r)w(rl,r) %z/}z (ro) drdmo+

n/2

+/T(r)¢ (r1,r)dr + > Aty (r1) = 0. (5.18)
=1

With the help of an orthogonal transformation of one-electron func-
tions leaving invariant the one-electron density, one can bring the La-
grange multipliers \;; to the diagonal form \;p = A\;d;%.

Multiplying the equation on the left by 1); (r;) and integrating it
over the coordinates, one can define an expression for the parameter \;,
which corresponds to the solution of equation (5.18) finite everywhere.
Defining in this way the corresponding parameters in the equations for
other § — 1 functions of the internal electrons, we get

1

where WJ denotes the kinetic energy and the energy of the electron
attraction to the nucleus and WJ' denotes the energy of the electron
interaction and, hence,

Wh+ WY = Ws.

The expression for the arbitrary Lagrange functions A; (r) in the sys-
tem of equations (5.16) and (5.18) follows from the comparison of equa-
tion (5.17) for the two-electron function v (rq, ry) with the same equation
but being derived in another way. In that way, we take into account by
means of the Lagrange multipliers only the conditions (5.12) and (5.13),
i.e., we consider the variation

n/2
SIWH+AT+2 ) Nigdir | =0. (5.19)
ik=1

Then the variation 1 (r1,r2), which enters this equation, cannot be
considered independent; it has to ensure the orthogonality conditions of
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the function ¢ (r,r’) to all functions ¢ (r). For that, we use formula
(4.16), which gives an expression for ¢ (r1,rs) in terms of ¢ (r1,rz2), and
take

0t (r1,r2) = 00 (r1,12) —/Q(I‘hl‘) 6 (ro,r)dr —

_/Q(r%l‘)é@(rl,r)dT-‘1-//@(1‘171‘)Q(I‘27I‘/)(5¢(I‘,I‘/)d7'd7'/7
(5.20)

where 6@ (r1,r2) is restricted only by the symmetry condition but is
arbitrary in all other respects. Inserting this expression for di (r1,r3)
in (5.19), we obtain an equation for the two-electron function v (ry,rs)
if we equate to zero the coefficient at an arbitrary variation 6% (ry,rs).
We will get

Lyt (r1,12) +2X (r1,12) +//¢(1‘371‘4)

—o(r3,r2) 0 (ra,11) dr3dT4
T34

—/9(1‘371“1)%1#(1”371"2)6173—/Q(P?),I"z) Tll/)(l“s,ﬁ)dm—
—/w(l‘37r2)H3Q(r3ar1)dT3—/w(r37P1)H3Q(I'3,I'2)dT3—

—// [20(r3,13) 0 (ra,11) — 0(rs,13) 0 (r3,11)] %T/) (ro,ry) drsdry —

34

_// [20(r3,r3) 0 (ra,r2) — 0(rs,T3) 0 (r3,12)] i «
X1 (r1,ry) drsdry = 0, (5.21)

where L5 is the same operator as in equation (5.17). Comparing this
equation with (5.21), we get the following expression for an arbitrary
Lagrange function A; (r):

2 (r1) = — /w (ra,r7) |:H2 + 7;] ;i (ra) dro+
+% //w (I‘Q,I‘g) 1/}2 (I‘Q) 1Y (I‘37I‘1) édTQdTg —

_ // [20 (r2,r2) ¥; (r3) — 0(r3,r2) ¥ (r2)] é X
X1 (r1,1r2) dradrs. (5.22)

Using this expression, we can determine the integral that contains
the function A; (r) in equation (5.18) for one-electron functions.
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This integral is equal to
/E(P1)1/J(I"1,I‘2)d7'2 =

,%//J(rg,rg)w(rl,rg) l:Hg + 7;:| wi (I‘3)d7’2d7’3 —

~ [ [etwsrosten - owarou ]
1

Xf@ (I‘Q,I‘4)¢ (1‘1,1‘2) dT4dT2d’7’3. (523)

T34

After exclusion of the terms containing A; (r) with the help of this
formula, equations (5.18) represent a system of equations for functions
¥ (r1,r2) and ¥; (r). A solution of this system can, in principle, be
obtained by the method of successive approximations. To this end, as
a starting approximation, one can take, for instance, a solution of the
reduced system in the approximation of the complete separation of vari-
ables for the function 1 (r1,rs). It is easy to see that it will be an
ordinary approximation of the self-consistent field with exchange.

However, practically a numerical integration of the system (5.18) is
complicated by the necessity to tabulate the functions of several vari-
ables. Therefore, in order to determine the wave functions it is more
practical to apply the direct variational methods looking for the mini-
mum of the expression (5.4) for the complete energy of an atom. An
example of the calculation of a divalent atom using the incomplete sep-
aration of variables will be presented in a separate paper.
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Introduction

From the very first applications of quantum mechanics to many-electron
problems it appeared necessary to state the symmetry of the Schrodinger
wave function corresponding to a certain energy level of an atomic sys-
tem.

The starting points here are, on the one hand, the Pauli principle
(meant as a requirement of antisymmetry of the total wave function de-
pending on coordinates and spins) and, on the other hand, the fact that
neglecting relativistic corrections, one can consider the energy operator
to be independent on spin. Starting from these basic assumptions and
using the group theory, some authors, in particular Hund [1] and Wigner
[2], deduced certain symmetry properties of the Schrédinger wave func-
tions. Hund introduced the notions of “the symmetry and antisymmetry
characters” of the wave functions and showed that in the case of n elec-
trons it is possible, by means of wave functions belonging to the same
energy level, to construct that one, which would be antisymmetric with
respect to k coordinates and n — k coordinates;? subdivision of coordi-
nates on more than two antisymmetric groups is impossible. However,
the question remained not settled: is the wave function antisymmetry
with respect to two groups of coordinates the sufficient condition or only
the necessary one and is any other condition needed to construct the
total antisymmetric function with the help of that coordinate function?
Therefore, the construction method of this latter function was not given.

IReported on April 26, 1940 at the Session of the Phys.-Math. Section of the
USSR Academy of Sciences.

2We mean an electron coordinate as a set of three spatial electron coordinates.
(V. Fock)
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The problem was considered more completely but also in a more ab-
stract way by Wigner who investigated the irreducible representation
of the permutation group for many-electron spin functions. Refusing to
formulate the explicit symmetry conditions for the coordinate wave func-
tion, Wigner replaced them by the following requirement: the functions,
belonging to the same energy level should be transformed in accordance
with a certain irreducible representation of the permutation group. This
representation is rather simply connected with the above-mentioned rep-
resentation obtained by the spin functions. But an abstract character
of this Wigner rule makes its application in practical calculations very
complicated because it does not give any indications how to obtain the
coordinate wave function with the required properties.

Since the works by Wigner and Hunds there is no essential progress
in this field. Therefore, one has to conclude that the important question
on the ways to construct a wave function with spin from wave functions
without spin and the symmetry property of the latter is still unresolved.

The aim of this work is to fill this gap. Here we shall give the explicit
expression of the total wave function of the n-electron system through
a single Schrodinger wave function and point out, also in an explicit
manner, the sufficient and necessary symmetry conditions for the latter.
The solution of this problem (without the spatial symmetry) and our
results obtained for the vector model [3] will allow us to solve the problem
also for the case of spherical symmetry.

In our work we do not resort to the group theory at all and do not
use its methods. However, after the results have been obtained by our
method it is not difficult to state their connection with relations derived
by the group theory.

1 Spin and General Expression of its Eigenfunctions

First let us consider the spin operator of the one-electron problem.

We shall prescribe for the spin variable two values ¢ = +1 and o =
—1 and treat the two-component wave function as a function of this
variable. Omitting the dependence on the coordinates, we shall denote
this function by f(o); the first component will be f(+1), the second
f(=1). The action of Pauli’s matrices

w=(3)s a=(70) ~=(30) v
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on this function can be written in the following way:

o:f(0) = f(—0),
oyf(o) = —iof(—0), (1.2)
sz(a) ( )

From the third equation of (1.2) it is seen that the variable ¢ is nothing
else but an eigenvalue of o.

These formulae are easily generalized to the many-electron case. In
this case, we have a function

f:f(o’l,O'Q,...O'l,...O'n), (13)

on which the operators oy, 0y, 07, corresponding to l-electron act as

of = flor,...00-1, =01, 0141, ... 0%),
owf = —toyf(o1,...01-1,—01,0141,...0n), (1.4)
onf = o flo1,...01-1,—01,0141,...0p).

From this determination of the individual electron operators it is easy
to obtain the result of the action on the function f of the following
operators:

1
Sgx = 7(0-1w + 09+ ...+ Unw)a

2
1

Sy = 5(01y+02y+...+0ny), (1.5)
1

S, = 5(012 +09F . o)

Operators s, sy, s, correspond (in units of k) to the components of the
total spin of n electrons. They obey the commutation relations

8yS; — 8,8y = 1Sz,
558y — 835, = 18y, (1.6)
858y — SySp = 1S;.

The operator of the square of the total spin is equal to

1 1
g2 — 1 Z(fo + ny +02)+ 3 Z(J’“le + OkyOuy + 0k201:)  (1.7)
1 Tl
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or, since every term in the first sum is equal to unity,

3 1
2
s° = Zn+ég(dkmdlz+0ky01y+0kzdlz). (18)

To obtain the result of application of operator s to the function f
let us first transform the relation

5(01”0195 + Okyo1y) f(- o Ok1, Ok Oy - - O1-1,00, 0141, - ..) =
1

= 5(1 — O’kO'l)f(. o Ok—1y = 0kyO0Ok4+1y.+-0]—1, — 01,0141, .)7 (19)
following from (1.4). This expression is equal to zero if o; = o) and is
not zero if o; 4+ o0, = 0. In these, the only possible, two cases it takes the
same values as those of the expression

1

1
§(Uszzm + okyouy) f = 5(1 — 0101) P f, (1.10)

where Py; is the permutation operator of spin variables o and o; so that
Prf(.. 0k—1,0k, 0k 41, 01-1,00, 0141, .. .) =
= f( . 0k—1,0k,0k+1y.--01—1,01,0141, - - ) (111)

Further, we have an obvious relation

1 1

5(1+0kz0lz)f= 5(1+0k0l)Pklf7 (1.12)
since it differs from zero only in the case of o = 07, when permutation
P, does not change anything.

Summing (1.10) and (1.12), one gets

%(1+0’k01)fzpk[f. (1.13)
Originally this equality was derived by Dirac using another less elemen-
tary method.

Substituting (1.13) into (1.8) and remembering that the number of
terms in the double sum in (1.8) is equal to in(n — 1), one gets the
following final expression for s2:

2
2 n
s _n—Z+k§<:lPkl. (1.14)
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This expression, in fact, is identical to that obtained by Dirac in his
book [4].

Let us find the general form of eigenfunctions of the operator s2. For
that, let us consider the result of the application of this operator to a
certain function of a partial form, namely, to the function

Foias..an = F(0a1,005s--- 0oy | Oaktls---0ay,) - (1.15)

We suppose this function to be symmetric with respect to both the per-
mutations of the arguments o4, ... 0, and the arguments oo, ,, ...0q,-
The permutation Py, of the arguments o,, and o4, in this function
gives

Paia_jFal...ak = Fal...ak (Z S ka] < k)a (116)
because it is evident that the function remains unchanged if both «;
and «; are contained among its subscripts. Since the number of such
subscripts is k, the number of corresponding terms in the operator s?
will be $k(k — 1).

Further, it will be

Paso,Foron = Fao..o (i>k+1,j>k+1), (1.17)

because the function Fag ...y remains unchanged also in the case when
both the numbers o; and «; are not among its subscripts. The corre-
sponding terms of the sum in s will be §(n — k)(n — k — 1).

Finally, if there is o;; among the subscripts, but not a;, then

PaiajFozl...ai...ozk = Fal...ai_lajai_'_l...ak (7' S k;] Z k + 1) (118)

Thus, the result of the application of operator s? to the function Fo, . a,
will be

n? 1 1
§ Foyon = [0+ gh(k =) 4 5(n = k) (n —k = D] Faya, +
k n
+ 3 Farioriogoriron (1.19)
i=1 j=k+1

Let us consider the sum

n

Z F(xl...aj_lajai+1...ak~ (]"20)
j=k+1

Here the subscript o; runs the values

O = Qpt1, Qg2 - - - Oy (1.21)
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i.e., all the values of the subscripts which do not appear among others
(besides ;) except ;. If this exception is not made, the additional term
equal to Fy,, . 4, is added to the sum (1.20) and it is transformed into

* —
Fal...a,ﬂ,_lai+1...ak - E Fal---ai—laai+1-~~ak’ (122)
«

where the summation subscript now runs all the values not equal to that
of the other subscripts (i.e., all values in (1.21) besides the value of ;).
Therefore, the value of F* will depend only on its subscripts and be a
symmetric function of them (i.e., of corresponding spin variables). The
original sum (1.20) will be, apparently,

n
. *
E Fal---ai—lajai+1---(¥k *Fal...m,_lai_*_l...ak 7F041---(¥k' (123)
j=k+1

This expression should be substituted into (1.19) and the result be
summed over ¢ from 1 to k. Using the equality

n? 1 1
n—Z+§k(k71)+§(nfk)(nfkfl)fkf
n n
=(=—-k)(=—-k+1 1.24
(5 -R(G —k+1), (1:24)
one gets
n n b
SQFalu~ak = (5 - k)(§ - k + 1)F041~-ak + ZFa*l...ai_lai+1...ak' (1‘25)
i=1

Now it is easy to find the general form of the eigenfunctions of the opera-
tor s2. For that, one needs to construct a linear combination of equations
(1.25) to eliminate the terms with F*. We denote the coefficients of this
linear combination by aq,. o,. These values are symmetric with respect
to their subscripts; therefore, their number is the binomial coefficient

(Z) To cancel the terms with F*, we subject our coefficients to the

conditions

Zaaagag...ak =0. (126)

k—1
number must be less than the number of coefficients. Consequently, it

should be
n n
()= ("), .

The number of such relations is obviously equal to ( " . This
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whence it follows

k<2 (1.28)
2
(an equality can be only for the even n). Thus, the value of
2 k=5 (1.29)

2
has to be a non-negative number. This number will be integer for even

n and half-integer for odd n. If the coefficients are known, we can con-
struct the function

x(01,02,...0,) = Z Goy...anFoq..on (01,02, ... 0n), (1.30)
[e3% (677

which, as we shall show now, will obey the equation
s?x = s(s + 1)x, (1.31)

where s has a value of (1.29). Indeed, applying (1.25) for individual
terms of the sum (1.30), we shall have

n n *
S2X_(§ _k)(i _k+1)X: Z aa1~~04kFa2a3‘..ak +.
e (677
"'+ Z aOél~»-O¢kFO>Lkl,..OLi_1a7j+1...Ozk +"'
1.0k
ot D o Fh (1.32)
ay

In each sum in the right-hand side, we can do the first summation over
the variable, which does not enter the corresponding F*, namely: in the
first sum, we do over aq, in the second we do over as and so on, and in
the last sum we do over ay. By the condition (1.26) of the coefficients
Gqy,...ay, the first summation gives zero each time and we obtain equation
(1.31). Thus, we obtained the general expression of the eigenfunction of
the operator s? as a sum (1.30) with the coefficients obeying condition
(1.26).

Starting from this general expression, one would first construct the
common eigenfunctions of the operators s and s,, which are indepen-
dent of the coordinates, and then come to the total wave function de-
pending both on the coordinates and spins. These total wave functions
would be obtained as linear combinations of spin functions with coeffi-
cients depending on coordinates.
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Denoting the total function by ¥, we should have

U(r101,7209, ... T'n0pn) = pr‘) (riry. .. rn)x(’\)(alag c.on), (1.33)
by

where y() are linearly independent common eigenfunctions of the opera-
tors s2 and s, and give the irreducible representation of the permutation
group, while the coefficients W) (1,75, ... 7,) are the Schrédinger wave
functions.

However, this usual method to represent total wave function ap-
plied, in particular, by Wigner is in practice hardly suitable because
of the difficulties connected with the construction and investigation of
the Schrédinger wave functions.

But to obtain the total wave function, one needs not each term of
the sum to obey such a heavy condition as the individual terms of the
sum (1.33) do. It is sufficient for the total sum to obey the suitable
conditions.

Based on this remark, in the next section we shall give a simpler and
more explicit method to construct the Schrodinger wave function. Our
treatment will be absolutely independent of the previous considerations.
In particular, we shall give a new proof of the fact that our wave function
is an eigenfunction of the operator s2. Thus, all the above will serve as
an introduction that facilitates understanding of the further results and
the methods by which they will be obtained.

2 The Symmetry Properties of the Schrodinger
Wave Function

In this section, we formulate three basic symmetry properties of the
Schrodinger wave function. A derivation and proof of these properties
will be given in the next section. Consider the Schrodinger function

1/) :w(rlrg...rk | Tk+1rk+2---r71)7 (21)

depending only on coordinates r1, 72, .. .7, of an n-electron system. The
word “coordinate” is used here in the same sense as in Introduction, so
each letter “r;” denotes a set of three spatial coordinates x;,¥;, z; of an
n-th electron. To simplify typesetting, we do not use bold script.

Let the function ¢ obey the following symmetry conditions:
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1) 4 is antisymmetric with respect to the first & arguments (which
stand to the left of the line), for example,

V(rerirs ...tk | Tha1Thao .- Tn) = —0(r1rars ... Tk | Thp1Tha2 -« - Tn);
(2.2)

2) 9 is antisymmetric with respect to the last n—k arguments (which
stand to the right of the line), for example,

1/)(’/‘17‘2 TR | Tk4+2Tk+1Tk+3 - - - ’I"n) =

= —(riry ... Tk | TRe1Tk+2Tk+3 - - - Tn); (2.3)

3) 1 possesses the cyclic symmetry, which can be expressed in the
form

V(1o P17k | Tt 1Tht2 -« - Tn) =
=P(ry . Te—1Tkt1 | TETR42 - TR) F -
AU 1Rl | TR e TR —1TRT Rl - T)
AU 1T | TRt - TR—1TE). (2.4)

Here we assume that the number of arguments to the right of the
line is greater than that to the left of the line or equals it:

n—k>k, (2.5)

since otherwise function v is identically equal to zero, as it follows from
(2.2), (2.3), (2.4).

We called property 3 expressed by (2.4) the cyclic symmetry because
permutations of arguments in (2.4) can be reduced (by using properties
1 and 2) to the multiple application of a single cyclic permutation. In-
deed, let us consider a general term in the right-hand side of (2.4). The
argument rj stands there at the [-th position after the line. By using
antisymmetry, one can shift this argument to the last position. For that
one needs to do n — k — [ transpositions of adjacent arguments. Whence

'1/1(7”1 o T—1Tk+1 | Tkt+1--Tk+1—-1TkTk+14+1 - - - T'n) =
= (—1)n_k_l¢(7'1 oo T—1TEk+1 | Tk+1 . - Thk+1—-1Tk+1+1 - - - TnTk). (26)

Then the first argument after the line can be transposed to the last
position. As a result, the function gets a factor (—1)"~¥~1 and the
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argument 742 takes the first position. In the same way one can (succes-
sively) transfer arguments rgio, 7543, - .., kri—1 from the first position
(after the line) to the last one. And every time the function gets the
factor (—1)""*~1. As a result, a general term in (2.04) will be written
in the form

’(/J(T1 oo T—1TEk+1 | Tk+1 . - Tk+1-1TETk+14+1 - - - ’I“n) =

= —(—1)l(n_k)’lb(’l"1 e TR 1Tkl | Thtl4l - - - TRTh - - TkJrl,l) -

—(=1)'* =P Py, (2.7)
where P! is the cyclic permutation of arguments 7y, Tk+1, ..., T'pn, Ie-
peated [ times:

pP— Tk Tk+1 «+- Th—1 Tn ) (2.8)
Tk+1 Tk+2 .- Tn Tk

Thus, condition (2.4) can be written in two different forms depending
on whether n — k is even or odd, namely,

{(1+P+P*+... + P =0 (2.9)
if n — k is even, and
{(1-P+P*—...—P"F"ly=0 (2.10)

if n — k is odd. Whence it is seen that the condition considered can be,
with good reason, named the cyclic symmetry one.

For n =2,k =1 it is reduced to the demand that the wave function
must be symmetric with respect to coordinates.

To understand the physical meaning of the cyclic symmetry con-
dition, let us consider the form it takes when complete separation of
variables becomes possible, i.e., when the wave function of the system
can be expressed by the wave functions of individual electrons.

To satisfy the first two conditions, we shall write v in the form of a
product

¢(T1 e Te—1TE ‘ Tk4+1Tk+2 - - .’I“n) = \I/(l)\I/(Q), (211)

where U and U®) are determinants

(A I e : (2.12)
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77Z11c+1(7"k+1) oo Yt (rn)
R = | . (2.13)

VY (Th41) wn (7n)

We denote the cofactors (minors with suitable signs) of these deter-
minants by
g _ oY g@ _ 0v®
9 i(ry) Y 0i(r)
Let us substitute these expressions into the cyclic symmetry condi-
tion of the form (2.4). If in the left-hand side of (2.4) we expand the
determinant (2.12) by elements of the last column, but leave the deter-
minant (2.13) unchanged, then we shall get an equality

(2.14)

k

n—k k
Z\I,(l) ,rk \11(2) Z: z_: ik ’[pl 'rkJrl Z lI/]lH»le (Tk) (2.15)

i=1 j=k+1

Here summation over [ corresponds to that in the right-hand side of
(2.4). Making this summation and using a property of determinants,
one gets

k
S it ), = (0@} (2.16)

i=1

where the right-hand part is the result of substitution of function ; by
function v; in determinant (2.
Using this equality, we can write the previous equation in the form

k

k n
STU i) 8@ =30 N i) (@Y Ly, (217)
=1

i=1 j=k+1

This equality has to be an identity with respect to arguments rq,
r9, ..., T, (which enter only \Il( )) and, consequently, with respect to
\Pgi) because these values are linearly independent.? Consequently, the

individual terms of the sum over ¢ in both sides of (2.17) must be equal
to each other.

3A determinant
Pi(r1) .. i(re—1) @
D= P1(r2) ... P2(rp—1) c2
Yr(r1) - Yr(re—1) cx
with non-vanishing constants ci,...,c; cannot be identically equal to zero with re-
spect to r1,...,rk—1. (V. Fock)
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We get the equality

Gilr) 8P = 3" () {OP )y, Ly, ((=1,2,3,...k).  (2.18)
j=k+1

Since argument 7, does not enter W2, the relations

n

bi(r) = > aijhy(r) (i=1,2,3,...k) (2.19)

j=k+1

hold with the constant coefficients a;;. These relations can be interpreted
in the following sense: each function entering the small determinant has
to be linearly dependent on the functions of the big determinant.
Inversely, relation (2.18) and consequently condition (2.4) follow from
(2.19). In fact, from (2.13) and (2.19) and due to the determinant prop-
erty, we get
(U@} g,y = a ¥, (2:20)

This relation shows that (2.18) after dividing by ¥(?) is reduced to (2.19)
and hence is also valid.

Thus, in the case of the complete separation of variables relation
(2.19) is a sufficient and necessary condition for the product of determi-
nants (2.11) to possess the cyclic symmetry.

By using the determinant property, one can change the entering func-
tions by their linear combinations. It allows one to choose them, e.g., in
such a way so as to get

Yn—k+1 = ¥1,
7#n—k-‘rQ - ¢27 (221)
wn = wk

These equalities can substitute (2.19) without the loss of gener-
ality. Then the determinant ¥ will be constructed, as before,
from functions 1, s, . .., ¥, and the determinant ¥ from functions
1,92, ..., Yn_k. This can be treated if you like, in the sense that there
are k electrons at orbits ¥, s, ..., Y, with one spin and n — k electrons
at orbits 11, ¥s, ... ¥, with another one.

A representation of the wave function in the form of the product of
two determinants of the considered type was used more than ten years
ago in a work by Waller and Hartree [5] and in our first work on the self-
consistent field equations with quantum exchange [6], though at that
time the cyclic symmetry property had not been known yet.
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3 Expression for Functions with Spin by Means
of the Schrodinger Function

In Section 1 it was shown that the sum of the kind (1.30), where co-
efficients are connected by relations (1.26), satisfies (1.31), i.e., it is an
eigenfunction of the square of the total spin. Evidently nothing changes
in this statement if one considers the constant coefficients aq, ..., in sum
(1.30) to be functions of coordinates. These functions can be chosen so
that the whole sum satisfies the Pauli principle. This simple idea will
be put into the basis of the present section. However, our consideration
here will be independent of the results of Section 1. They are needed
mainly to clarify the origin of our initial formulae.
Let the Schrédinger function

Y=1p(riry. .1k | TherThe2 - ) (3.1)

satisfy three symmetry conditions, namely, two antisymmetry conditions
and the condition of the cyclic symmetry.
Let P be an arbitrary permutation of numbers from 1 to n:

P:<1 2 ... n) (3.2)
a1 Qg .... Oy

where a number ¢ is replaced by a number «; and let £(P) be a number
equal to +1 if permutation P is even, and to —1 if permutation P is
odd, i.e.,

e(P) = +1, if P is even,
(3.3)

e(P) = —1, if P is odd.

Let us introduce a set of new functions by the equality

walag...ak <T1T2 cee rn) = E(P)l/J(TalTaz < Tay, I Ty« v - Tan)? (34)

i.e., expressing them by a single Schrodinger function.

The right-hand side of (3.4) depends on subscripts a, . . ., a through
e(P) and through arguments 7, ,7ay, - - -, o, - Due to the antisymmetry
of function (3.1) with respect to its arguments and due to the antisym-
metry of (P) with respect to subscripts included into permutation P,
expression (3.4) will be symmetric with respect to subscripts a, ..., ax
and with respect to the other subscripts agi1, @gy2,...,a,. Conse-

quently, the number of functions (3.4) will be Z . But not all of these
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functions will be independent. Indeed, due to the cyclic symmetry of

the Schrodinger function, ( i ﬁ 1> relations will take place:

Zwmhag...ak = 0; (35)

[e3%

which can be proved easily if one writes the cyclic symmetry condition
in the form of (2.4).4
Thus, the number of linearly independent functions (3.4) will be

<Z>_(kﬁ1>:Nk' (3.6)

If one transposes simultaneously arguments r,, and rg of 1 and sub-
scripts o and 8 in the right-hand side of (3.4), then obviously it does
not change, while the factor €(P) changes its sign. Besides, if we keep
in mind the symmetry of the left-hand side of (3.4) to the subscripts,
whence we get the following property of the function ¥,. ., With re-
spect to permutation of its arguments.

Under permutation of arguments r, and rg the function P(r,,rs)
changes the sign

P(ra,s78)%as...ar, = —Pou...ans (3.7)
if both subscripts « and § occur among its subscripts
a,8=aq,a,...,0, (3.8)
or if none of them occurs there
o, = api1, Qpaa, ..., 0p, (3.9)

and the function 9q,. ., turns into another function taken with the
opposite sign:

P(Tou 7rﬁ)wa1...ak = _’(/}Oq..-ai—lﬁain‘ak (310)

if only one of subscripts o or 3 occurs among its subscripts, for example,
= o = Q1,Q2,...,0k,

(3.11)
B = Qpy1,Qpq2,. .., 0.

4Recalling the remark at the beginning of this section, it can be easily seen that
condition (3.05) is nothing else but condition (1.26) for coefficients aay,...,a, - It is the
property of cyclic symmetry of the Schrodinger function itself that follows herefrom.
(V. Fock)
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Now let us introduce two arbitrary functions of the spin variable o,
namely,

u=1u(o); v=uv(0); (3.12)

for brevity, we shall write
u; = u(oy;); v; = v(0y). (3.13)
Consider the function®

D(r1ugv1, roUsVa, . . ., TrlUnUy) =

= Z Yay.an (T1 - Tn)Uay -+ Uay Vay i - - - Vay, - (3.14)
o

First of all we shall show that this function satisfies the Pauli princi-
ple, i.e., is antisymmetric with respect to the simultaneous transposition
of coordinates and spins of two electrons. In fact, if one performs a
transposition of coordinates 7, and rg and of spins o, and 05,° then the
terms of sum (3.14) can be split into three categories corresponding to
the cases (3.8), (3.9) and (3.11). Each term, which satisfies conditions
(3.8) or (3.9), changes a sign due to the antisymmetry of the coordi-
nate factor and the symmetry of the spin factor. The terms that sat-
isfy condition (3.11) can be joined in pairs (e.g., terms with subscripts
(o1 ...05 10041 ...0ax) and (aq ... ;—18q;11...a)). As a result of
the transposition considered one of these terms transforms into another
(in virtue of (3.10)) taken with the opposite sign. Thus, the antisym-
metry of function (3.14) with respect to simultaneous transposition of
coordinates and spins is proved.

Let us recapitulate the basic features of function ®.

1. Linearity. The function ¢ is linear and homogeneous with respect
to every pair of variables u; and v;. In other words, it can be presented
in n different forms

d = A;u; + B;v;. (315)

2. Homogeneity. The function ® is homogeneous of degree k with
respect to variables wuy,us,...,u, and of degree n — k with respect to

5From the comparison of (3.14) with the sum (1.30) it is clear that & is an eigen-
function of the operator s? corresponding to the quantum number s = n/2 — k.
However, we shall not use this result and obtain it in some other way. (V. Fock)

STransposition of spins o, and o brings, in accordance with (3.13), both trans-
position of us with ug and ve with vg. (V. Fock)
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variables v, vs, ..., v,. So, if we will consider these variables to be con-
tinuous parameters, we can write

0P 0P o

— —+ ... n=— = k®; 3.16

wg gt g (3.16)
0P 0P 0P

— —+...+v,— = (n—k)®. 3.17

u Ovy T Ovg ety vy, (n—Fk) ( )

3. Functional property. Function ® satisfies the functional equation

D(ri,ur + Av1, 01, .« Ty Up + AU, ) = D(r1, U1, 01,000y Ty Un, Up),

(3.18)

where A is an arbitrary parameter. This equation is a consequence of
(3.5). To prove it, let us write the left-hand side of (3.18) as

D(ry,u1 + Av1, 01, ...y T,y Up + AUp, Up) =

Ueyy,

SR S walmak(%ﬂ)...( £, (3.19)

v,
ay...op Xk

Here the coefficient of zero degree of A\ evidently gives the right-hand
side of (3.18). The coefficient of every positive degree of A is represented

as a sum of terms, each no longer containing k factors of the kind Z:Z

but less number. One can sum over subscripts a1, as, ..., ax, which do
not enter these factors and as a result, in virtue of (3.5), one gets zero.
Thus, formula (3.18) is proved.

Consider now an expression that is obtained from (3.14) if one sub-
stitutes there not w; by u; + Av; as in the previous case of (3.19), but v;
by v; + Cu; where ( is another arbitrary parameter.

We shall denote function (3.14) briefly by

& = ®(r,u,v), (3.20)
and the result of our substitution will be denoted as
@(7”, u,v + Cu) == @(7‘1, Uy, v1 + <u17 <oy Ty Up, Up + Cun) (321)

Evidently, this is a polynomial of . But the degree of this polynomial
is not n—k, as it may be expected due to the homogeneity with respect to
the third arguments (we shall call r; as the first, u; as the second and v;
as the third arguments). Indeed, subtracting from the second arguments
the third ones divided by ¢ we get in virtue of the functional property
of ® and the homogeneity with respect to the second arguments,

O(r,u,v+ Cu) = P(r, —v/¢, v+ C(u) = (fl)kgfkq)(r,v,v +Cu). (3.22)
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Since both functions ®(r, u,v + (u) and ®(r,v,v + Cu) are polynomials
of ¢ of the degree less than n — k, then from (3.21) it follows that in
the first of them the highest degree is n — 2k, and in the second one the
lowest degree is k.

Putting

% —k=s, (3.23)

so that s is a non-negative integer or half-integer, we can write the
polynomial (3.21) as the sum

v=+s
O(r,u,v+ Cu) = Z " pg,(ryu,v), (3.24)

v=—s
where the summation subscript v runs the values
v=—-8—-s+1,....s —1,s, (3.25)

so that s + v runs all integer values from 0 to n — 2k.
Let us prove that if in (3.24) one puts

1 1-
u(o) = i U; v(o) = 7 (3.26)
2 2
and, correspondingly,
1+ 0; 1—o0;
=t ;= ; 3.27

then functions ¢s, determined by the generation function (3.24) satisfy
the system of equations

(sz +isy)psy = (s+ v+ 1)ost1, (3.28)
(82 = isy)psvs1 = (5 — V)P, (3.29)
$:Ps = ViPsys (3.30)

where s,, sy, s, are spin operators introduced in Section 1.

The action of these operators on the function of spin variables is
determined by formulae (1.4) and (1.5). Taking into account that the
change of the sign of variables o; corresponds to transposition u; with
v; we can write the result of action of operators s, + isy, 5; — 5y, 5, on
a function

f = flur,v1,us,va,... U, 0,) (3.31)
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in the form of

(s +isy)f = Z Wi f (oo U1V 10U UG 1V - )y (3.32)
i=1

(Sm — ZSy)f = Z ’Ulf( U1V 10U U4 1 V541 - - .), (333)
i=1

sif = =50+ Y, (3.34)
=1
or "
s.f = Zf—;vif. (3.35)
Put here
f=(r,u,v+ Cu). (3.36)

This function as well as ®(r,u,v) can be represented in n ways of the
form

O(r,u, v + Cu) = Aju; + B, (3.37)
with some values of coefficients, different from those in (3.15), namely,
0P 0P
A; = — , 3.38
(%ﬁ”%)wm (3.38)
0P
B; = () . (3.39)
avi v+Cu

Here ® means ®(r,u,v) and the change of v; by v; + Cu; is made after
differentiation. If for every term of sums (3.32) and (3.33) one uses the
corresponding expression of the form (3.37) for f, then the result of
transposition of u; and v; is easily written, and we get

(83 4 i8y)P(r,u, v+ Cu) = Z u; (Ajv; + Biug). (3.40)
i=1
But, due to (3.27), we have
u? =u;;  v:=v;  uv; =0 (3.41)

and, therefore,

(s +isy)P(r,u, v+ (u) = Z B;u;. (3.42)
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Similarly we get
(sg —18y)P(r,u, v+ Cu) = Z A, (3.43)
i

$.@(r,u, v+ Cu) = f%q)(r,u,v + Cu) + ZAiui =

n
5@ u, v+ Cu) — Z Biv;.  (3.44)

Using (3.38), (3.39) for A; and B; one can express the sums in the
right-hand sides of these equations by the following four sums:

% ¢ v+Cu
(Z ?’) — (n = B)®(r,u,v + Cu): (3.46)
7 ¢ v4+-Cu
0P 0
(; ui(?%) . = 8—(@(7“, u, v + Cu); (3.47)

0P
v+Cu

The last equation can be obtained easier by differentiation of (3.18)
over the parameter \.
We shall have

Z Byu; = a%@(r, w, v + Cu); (3.49)
; Ay = [(n — 2k)¢ — 426%]@(7«, w,v 4 Cu); (3.50)
;Aiui = (k+ga%)q>(r,u,v+gu); (3.51)
Xi: Biv; = (n—k— C(%)@(r, u, v+ Cu). (3.52)
Thus, it is evident that
> (iAsu; + Bivi) = n®(r, u,v + Cu). (3.53)

K2
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Substituting the expressions obtained into the right-hand sides of
(3.42)—(3.44), we get

(g +18y)P(r,u, v+ Cu) = (,%‘I)(r, u, v + Cu); (3.54)
(sg —18y)P(r,u, v+ Cu) = (2s¢ — (Q%)q)(r,u,v + Cu); (3.55)
0

$:®(r,u, v+ Qu) = (=5 + (52)®(r,u, v+ Cu).  (3.56)

a¢
But we had the equality (3.24)

+s
O(r,u,v+ Cu) = Z "o (r,u,v), (3.24)

V=—S§

which gives an expression for ®(r, u, v+(u) in the polynomial form. Sub-
stituting this equality into (3.54)—(3.56) and comparing the coefficients
at equal degrees of , we obtain a fundamental system of equations

(SI + isy)@su = (8 +v+ 1)<Psu+1;
(82 —18y)Psy = (5 — V)Psu; (3.57)
SzPsy = VPsy+1

for the eigenfunctions of the angular-momentum operators.

From this system it follows that the function ¢, and, consequently,
the whole sum (3.24) is an eigenfunction of the square of the total spin
angular-momentum operator with a quantum number s = n/2 — k.

Note that the ordinary spherical functions can be obtained with the
help of the generation function, which satisfies the system of equations
that is analogous to (3.54)—(3.56). Indeed, if we put

wzgu—ﬁ)—%u+(%+zg (3.58)

then any function of w will satisfy the Laplace equation. But if we take
fw) = w', (3.59)

we obtain a homogeneous harmonic polynomial of degree [, for which it
is easy to prove the following equalities:

(Mg + imy)w' = gwl; (3.60)
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(my — imy)w! :(2M¥—§2£%ﬁd; (3.61)
m.w' = ( a% — D', (3.62)

where m,, m,, m, are operators of the orbital angular momentum of a
particle expressed in units of A:

)
)7

m, = 71(:]967@/ 7y%)

my:

(3.63)

my = —i(
—1

0 0
Y97 — Z@”Ty
0 o)
S )
0 0

These operators satisfy the same commutation relations as s, sy, 5., and
(3.60)—(3.62) coincide with (3.54)—(3.56). Putting, similar to (3.24),

+1
wl = Z Cl+qu,u(xa Y, Z)a (364)

p—1
we obtain a system of equations for the harmonic polynomials @,
(mgy +imy)Qi = (I+p+1)Quut1;
(mg —imy)Quu1 = (I — 1) Qup; (3.65)
mQu = pQiy,
which coincides in the form with the system (3.59).

4 The Case of Spherical Symmetry

The energy operator H of a many-electron system is symmetric with
respect to all electrons, i.e., it commutes with all the permutation oper-
ators P of coordinates and spins of electrons:

HP — PH =0. (4.1)

Moreover, if we neglect the relativistic corrections, then the operator
H does not depend on spin explicitly. Thus, it follows:

Hs, —s,H =0,
Hsy —syH =0, (4.2)
Hs,—s,H=0
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(note that the operators s, sy, s, themselves commute with all P). From
(4.1) and (4.2) it follows that the eigenfunction of the energy operator
can be imposed by the two following conditions: first, the antisymme-
try condition, and, second, the demand that it should be a common
eigenfunction of s? and s,. To fulfill all these conditions, it is sufficient
that (2.2), (2.3), (2.4) are satisfied. The Schrodinger function ¢ (it de-
fines the total function s, by means of (3.4), (3.14), and (3.24)) is an
eigenfunction of the energy operator

Hyp = Eib. (4.3)

Let us assume now that the energy operator shows the spherical
symmetry. The necessary and sufficient condition for that is to fulfill
the commutation relations

HM, - M,H = 0
HM, - M,H = 0 (4.4)
HM, - M,H =0,
where M = m + s is the total angular-momentum operator (in units of
h)

If furthermore the conditions (4.2) are fulfilled, then the following
commutation relations take place:

Hm, —m,H = 0;

Hmy —myH = 0; (4.5)

Hm, —m,H =0,
where m,, m,, m, are the total orbital angular-momentum components
(in the previous section we denoted the corresponding operators for a
single electron by these symbols).

The eigenfunction of the energy operator can be subjected, besides
the antisymmetry conditions, to the following equations:

HYYS = BV (4.6)
m’Uh =11+ 1)vh (4.7)
Sl = s(s+ 1)U (4.8)
MUl =+ )W, (4.9)
MUY = mUl (4.10)
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The last two equations can be replaced by the system

(M +iM,) Vs = am¥h,
(M, — iM,)V! Gl = ﬂjmlllés;n; (4.11)

MU, = mUb

jm>

where
jmfBim = (j —m)(j +m +1). (4.12)

To construct the wave function satisfying all these conditions one
can use the vector model and find first the function vy, obeying the
following equations:

Hoysy = Epyusys (4.13)

(Mg +imy)Pipsy = QUuPiut1svs

(M — imy)Quur1sy = BiuPips (4.14)
MzPlusv = MPlusv;

(82 +18y)Qiusy = CsvPlpusv+1;

(82 = i8y)Pipsv+1 = BsvPipsv; 4.15)
S:Plusy = VPlusu-

But it is easy to see that the construction of such a function is re-
duced to obtaining the Schrédinger function 1, satisfying, besides the
symmetry requirements (2.2), (2.3), (2.4), the following equations:

leusu = Ewlusu; (416)
(mw + imy)wlusu = alu"/’lqulsu;
(mm - Z.rfly)wl,u—l-lsu = ﬂl,uwl,usu; (417)
mzz/)lusu = Mwlﬂsll'

Indeed, let us assume that the function v entering particularly (3.4),
(3.14), (3.24) of the previous section satisfies (4.16), (4.17). If everywhere
in Section 3 function v is meant as the function 1)y, then the generated
function ® obtained leads to the functions ¢, = ¢jus, satisfying egs.
(4.13), (4.14), (4.15). The required function W’ is obtained by a linear
combination

\1123 Zc]m M? L)Olplsl/ (418)

pv
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with the coefficients defined by the vector model [3].

Thus, we reduced the solution of (4.6)(4.11) for the functions Wk
to that of a simpler system of equations (4.16), (4.17) for the functions
Y1, which do not depend on the spin variables.

Supplement

The mixed density in terms of wave functions

Let
w:¢(x17127~-~xn): (5'1)
be a wave function of n electrons, where z; is a set of variables r;, o;.
We shall call the function of 2p arguments

(T122. . wp | 0p | T2l 2p) =

_ (5.2)
= ﬁ/¢(m1, e Tp, Tpgl - T )Y(, w;,xm.l cop)dxpy .. dan
the mixed density or the density matrix of the order p.
In particular, for p = n we shall have
(wres - ap | op | iy ah) = wlar, )P ah) (53)
It is more suitable to normalize the many-electron function as
/ | (@1, on) 2 dor ... don = nl. (5.4)
Under this condition we shall have
o0 =1 (5.5)
n!
/(xl...xp|gp\xl,...xp>d:r:1...dxp:7'. (5.6)
(n —p)!
Putting x}, = x; in (5.2) and integrating over xp, we obtain
/(:pl cmpaxp | op | @Y, x_yap)da, =
= (= p+ D@1 2yt | g | T y). (5.7)

This formula gives relations between the mixed densities of adjacent orders.

The interaction energy is given by the sum of the terms related to the electrons
taken pairwise and for calculation it is sufficient to know the mixed density of the
second order.

On the other hand, in many practically important cases the character of the
energy dependence on orbital and spin variables allows one to express a general matrix
element by means of the element corresponding to a definite quantum number v, e.g.,
V=sO0rv=-—s.

Therefore, we can restrict our consideration by the mixed density of the second
order for the state v = —5. We shall express it by the Schrodinger wave function.

In accordance with the general formulae (3.14) and (3.24), the expression of
function s, is of the simplest form for v = —s. Denoting for brevity s, _s by ¢, we
shall have

p(rioi,reos,...rpon) =0, (5.8)
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if the number of positives among o1, 02, ...05 is not equal to
n
k=——s. 5.9
- (59)
If this number is equal to k and
o = op =...=op, =+, } (5.10)
IBk41 = Brya — - = 9Bp = -1,
then
0(r101,7202, .. .Tnon) = e(P)Y(rg,m8y - 78, | TBpgr - T80 ) (5.11)

where €(P) is determined by (3.3). Under conditions (5.10), there will be obviously

szzaizék—%(nfk):fs. (5.12)

i=1
According to the general formula (5.2), for the mixed density we shall have

(rio1,m202 | 02 | T'lffiur/zUé) =

( ~5 Z /ap(T‘10'1,T’20'277"303 .TRon) -
n 3

o,
- @ (rioy,mhoh, 13035, .. . Troy)dTs ... dTy.  (5.13)

In accordance with (5.8), the terms of this sum differ from zero only if the spin
arguments of ¢ and P satisfy the conditions of the kind (5.12)

1 1, ., ,
§(U1+0'2+0'3+...+0'n):5(0'1+0'2+z73+...+an), (5.14)

whence 1 1
5(01 +02) = 5(0'1 +0%) = s;. (5.15)

The physical meaning of the value s, introduced here is evidently a z-component
of the two-electron spin. Consistently with the possible values of s,, we can distin-
guish three cases:

sz =1, s, =0, s, = —1.

For the first case (s, = 1), we must put in (5.13):

/

o1 =02 = +1, 1*0'27—{-1

As to the values o03,04,...0n, among them there will be £ — 2 equal to +1.

According to (5.10), we denote the subscripts at the positive o by 8; (i =1,2,...k).
We shall have 81 = 1, B2 = 2, while (83, B4,...0k) is a set of mutually nonequal

numbers from 3 to n. A number of such sets will be, evidently, Z: g >

Inserting (5.11) into (5.13) and keeping in mind that the factor e(P) in the
functions ¢ and @ is the same, we shall have

<T1)177'271 ‘ 02 ‘ T£?1 7/271> =

1
:ﬁ Z /w TITOTBy Ty | Thal - Tn) -
(B3-.-Bk)

cp(rirhrgy v, | Thgt oo TR)dT3 . dTn. (5.16)
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But all these integrals are equal to each other and their number is (Z: ; )

Therefore,

(1"1,177’271 | 02 | 7”/17177‘/271) =
[ | )
= rirer3 ... T | T S Th)
k= 2)i(n— k) 17273 k| Th4+1 n
Cp(rirhrs ooy | Teat - rn)dTs L T (5.17)
For the case of s, = 0, we get in a similar way

<’f‘1,1,7‘2,—1 | 02 | Tllvl’TIQ’_1> =

1
= (k—l)'(n—k—l)l/dq—?"”dq—n Y(rirs ... Tyt | Thp2 ... TaT2) -

AD(Pr3 . Thg1 | Thao . Tarh). (5.18)

This expression corresponds to the values o1 = 1,02 = —1;0] = 1,04 = —1. For
other values of the spin arguments the expression of density is obtained from (5.18)
by using its symmetry properties, namely,

(r1,1,r2,—1 ] 02 | 1, —1,75,1) = —(r1,1,7a,—1| 02 | vy, 1,7}, —1), (5.19)

(r1,—1,72,1 | 02 | 71, 1,75, —1) = —(ro,1,71,—1 ] 02 | 71, 1,75, —1), (5.20)

(r1,=1,72,1 | 02 | 7}, =1,75,1) = (ro,1,71,—1] 02 | 75,1,77,—1). (5.21)
Finally, for the case of s = —1, we have

<T1,—1,T2,—1 ‘ Q2 | T/17_17rév_1> =
1

= m /dTg,..dTn Y(ra...Teyo | Tpys .. .rariT2) -

Ab(rg . rpao | Thas . TaTTh). (5.22)

Knowing 2, one can easily calculate the density of the first order p;. The
nonvanishing matrix elements will be, evidently, diagonal (with respect to spins)
elements only, namely,

<T111|91|T‘/1,1>:
1
:m/dm-..m’n (rire ... Ty | That o) -

Ab(rire vl | That TR, (5.23)

<T17_1 I 01 ‘ T’17_1> =
1

:m/d‘mmdm (2. Thgt1 | Thyo - TnT1) -

Ab(re . That | Thao - TT]). (5.24)
It is possible to deduce that if the total spin is equal to zero (n is even, k = ),
then the values of (5.23) and (5.24) are equal to each other, so that the density of

the first order is a diagonal matrix with respect to spin variables.
Finally, if we construct go by the general rule (5.02), then we have

L
/ dry . odrn | (ot | Togt ) |2 (5.25)

= Kt — ).
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Since this value should be equal to 1, the normalization condition of the
Schroédinger coordinate functions (which are connected with total functions by (5.11))
follows from the normalization (5.4) of spin functions:

/dT1 e | (1 | Pt o) 2= Kl (0 — R)L. (5.26)

Note that the product of the two determinants (2.11) satisfies this condition if
the single-electron functions are orthogonal and normalized to unity.

References

1. F. Hund, Allgemeine Quantenmechanik des Atom- und Molekulbaues,
Handb. Phys. 24, Berlin, 1933, 561.

2. E. Wigner, Gruppentheorie und ihre Anwendung auf die Quanten-
mechanik der Atomspektren, Braunschweig, 1931.

3. V. Fock, New deduction of the vector model, JETP 10, 383, 1940.

P.A.M. Dirac, Principles of Quantum Mechanics, Oxford, 1930.

5. J. Waller and D.R. Hartree, On the Intensity of Total Scattering of
X-Rays, Proc. Roy. Soc. London A 124, 119, 1929.

6. V. Fock, Naherungsmethode zur Lésung des quantenmechanischen
Mehrkérperproblems, Zs. Phys. 61, 126, 1930. (See also [30-2] in this
book. (Editors))

e

Leningrad

Spectroscopy Laboratory

the USSR Academy of Sciences,
Physical Institute

Leningrad State University

Translated by E.D. Trifonov

© 2004 by Chapman & Hall/CRC



43-1
On the Representation of an Arbitrary
Function by an Integral Involving
Legendre’s Function with a Complex Index!

V.A. Fock
Received 12 April 1943

DAN 39, 253, 1943

A good method for solving certain problems of the potential theory is
to use the toroidal coordinates ¥, ¢, which are connected with the usual
cylindrical coordinates 7 = y/x2 + y2 and z by means of the formulae

sinh ¢ sin ¢

7= (1)

cosh ¥ — cos cp; cosh? — cos ¢’

If the problem to be solved shows axial symmetry, the potential ® sat-
isfying the Laplace equation in the physical space may be expressed,
according to the formula

® = \/2(cosh ) — cos @)U, (2)
by a function ¥ satisfying the equation

0%V ov 9%
W+C0th198719+87¢2 =0. (3)

This equation admits separation of variables. By putting

¥ = p(d)s(p) (4)
one comes to the equations
d’p dp 5 1
CW+COthﬁch9+(u +4>p0, (5)

IThis paper was motivated by the diffraction theory. Later on its results entered
the mathematical background of the well-known Regge method in quantum scatter-
ing. (Editors)
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d’s

dp?

where 42 is a parameter. If, by the nature of the problem, the range of
variation of ¢ is 0 < ¢ < oo, then the requirement that the solution be
finite leads to positive values of the parameter p?. In the case of eq. (5)
the solution that meets this requirement is the Legendre function of the
first kind with the complex index iy — % and with the argument cosh ¢
p(¥) = Py, _1(coshd), (7)

ip—

— %5 =0, (6)

while s(¢) can be put equal to

s(¢p) = a(p) cosh pp + b(p) sinh pep. (8)

From the particular solution of shape (4) a more general solution may
be derived:

- /O " P, (cosh 9){a(u) cosh up + b() sink ki, (9)

The problem arises to determine the functions a(p) and b(u) from
some boundary conditions for ¥. When these conditions include the
function v or a linear combination of ¥ and g—‘l’ is given for two values
of the coordinate ¢, the problem evidently reduces to the determination
of the function f(u) from a given function 1 (u), so as to have

v = [ Py @f@dn (122 <) (10)

In other words, the problem is reduced to the inversion of the integral
(10) and to the expansion of an arbitrary function by the Legendre func-
tions with a complex index. It is just this problem that we are to consider
in the present article.

1. Some properties of the Legendre functions. Before we proceed to
the solution of our problem, it will be reasonable to point out certain
properties of the Legendre functions that will be used in the sequel. We
define Legendre functions of the first kind by means of Mehler’s integral

P;,_1(cosh?) cos ptdt .
2 \/2 cosh ¥ — cosh t)

(11)

Those of the second kind are then defined by means of the integral
e~ dt
V/2(cosht — cosh )

Qi—1 (cosh ) = (12)
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The two kinds are connected by the relation
Q_ip—1(coshd)) — Q;, 1 (coshdd) = imtan um Py, 1 (coshdd).  (13)
From the last two formulae, we have

2 [ in ptdt
P,,_1(cosh®)) = coth pym— / S . (14)
2 T Jy  /2(cosht — cosh )

Substituting in the integral (11) the expansion

sinh ¢ B
2(cosht — coshd)

v 1 1
_ M{l—k&g(cothﬁ—ﬁ) (192—t2)+...}, (15)

which is a power series in 92 — ¢2, and integrating term by term, we
obtain for P;, 1 an expression of the form

[ v 1 1

Here the general term in the brackets has the shape

In (1)
(po)m

where a,, () is a polynomial in ¥ and cot ¢, which with ¥ — 0 behaves
like 92" and with 9 — oo like ¥™. The series (16) converges when 9 <
and diverges when ¥ > 9y, where ¥y = 27v2 + /5. However, if u is
great, it may be regarded as an asymptotic series fit to be used for all
values of ¢. The corresponding series for the Legendre functions of the
second kind have the form

) 0 2) 1 1 (2)
Py H +— (cotho— =) H .
Qi3 2 V sinh 9 { o (wd) 8u (COt v 19) () ’

A, = an (V)

(17)

(18)
i 9 1) 1 1 (1)
o1 =/ H, — - =
Q—zu—§ 2 sinh 9 { 0 (/“9) + 8/1' (COthﬁ 19) Hl (ﬂﬁ) + ’
(19)

where H{" and H{? are Hankel’s functions. These are always divergent
series, but their coefficients are the same as in (16). Our series appear
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to be a novelty and are also applicable for the complex value of y. Their
advantage over the ordinary asymptotic series is that when p is large,
they can also be used with small values of ¥ down to ¥ = 0, while the
ordinary series cannot.

The inequalities

Y
Pw_%(coshﬁ)‘ < Pf%(COSh'l?) < m, (20)
7r 0
‘Qiufé(coshﬁ)‘ < Q_1(cosh?) < 5 coth 1 (21)

hold for real values of  and ¢ (in (21) it is supposed that ¥ > 0).
2. Inversion of the integral. Equation (10) may be rewritten as

Y(cosh ) = /000 P, 1(cosh ) f(p)dp. (22)

When P;,_1(cosh?) is replaced by its integral representation (11), the
problem of finding the function f(u) is reduced to the solution of Abel’s
equation followed by the Fourier transformation. In a purely formal way,
we obtain

f(u) = ptanh pym /0 P, — 1 (cosh ¥)y(cosh ) sinh ddv). (23)

The formula gives the inversion of the integral (22).

The conditions under which (22) and (23) are valid can be formulated
in the form of the two following theorems:
Theorem I. If a function f(u) given in the interval (1 < x < 00) is such
that @(t) = 2sinh %d)(cosh t) has its first derivative absolutely integrable
over an nfinite interval (0 < t < o0), while its second derivative is
absolutely integrable over any finite interval, and if p(0) = 0; p(o0) =0,
then 1 (x) is representable in the form of the integral (10), where f(u)
is defined by

) = tanhyer [Py )i o)de. (24)

Theorem II. If a function f(u) is absolutely integrable over an infinite
interval (0 < p < 00) and has its derivative absolutely integrable over
any finite interval, and if f(0) = 0, then f(u) is representable in the
form of the integral (24), where 1p(x) is defined by (10).
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The conditions of the first theorem may be extended and made less
rigorous. In particular, one can establish
Theorem III. If a function ¢¥(z), where (z < & < 00), is such that there

exists an integral
e d
[l -
1 VI 1
then for every point x, in whose neighborhood ¥(x) has a bounded vari-
ation, there holds

e+ 0) o0l = [ Py @fede (20)

N =

where f(u) is given by (24).

The way to prove Theorems I and II is by examining the course of
computations, which has led us to the inversion of the integral (10). The-
orem III arises while the structure of formulae (10) and (24) is studied
in detail, formulae (16), (18) and (19) being made use of in this study.

Let us take an example before we finish. Put

P(x) = [2(33:1:#)]3/2 (-7 < a<m). (27)
Then e
Ju) = cosh po (28)
and we have
B eonalT =y Pt
M sin o

o0
= tanh uw/l Py 1(2) B

cosh pav (z + cos)]*/> “

which can be easily verified by direct computation.

Translated by V.V. Fock
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Introduction

The physical meaning of the uncertainty relation between time and en-
ergy appears to be not completely clear until now. This fact is not
surprising since the interpretation of the time—energy relation is much
more difficult than the interpretation of the similar relation between the
coordinate and momentum. Indeed, the latter relation is easily derived
from the quantum-mechanical formalism and does not require the exami-
nation of the course of the physical process in time. The relation between
time and energy, however, essentially requires such an examination, and
there arises a question whether Schrodinger’s equation may be used or
not in deriving this relation, the latter possibility being not excluded
since the relation may be interpreted to correspond to a measurement
act, which does not obey Schrédinger’s equation.

L. Mandelstam and Ig. Tamm in their recent paper (The Uncer-
tainty Relation between Energy and Time in Non-Relativistic Quantum
Mechanics) [1] made a very interesting attempt to derive the above-
mentioned uncertainty relation from the Schrodinger equation.

The aim of the present note is to analyze the relation derived by
these authors. At first we shall consider the uncertainty relation in its
usual (Bohr’s) interpretation and compare it with the relation derived by
Mandelstam and Tamm. We shall find that the meaning and regions of
application of these two relations are entirely different. In the last section
we shall establish a connection between the law of decay of an almost
stationary state and the energy distribution function in this state and
consider the question on the practical applicability of the Mandelstam—
Tamm relation to this problem.
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1 Relation Referring to the Measurement Act

The uncertainty relation referring to the measurement act (for brevity
we shall call it Bohr’s relation) may be written in the form

A(E — E'At > h. (1)

Here E and E’ are the values of the energy of an object before and af-
ter the measurement (before and after the interaction of the object with
the measuring apparatus); A(E — E’) is the absolute value of the uncer-
tainty in the increase of the energy during the process of interaction, At
— the uncertainty in the time moment when this process has taken place.
The letter /i in the right-hand part of (1) stands for Planck’s constant
divided by 27 (the exact value of the right-hand part is not essential as
we have to deal only with the order of magnitude).

As is mentioned above, Bohr’s relation (1) can be directly applied
to the measurement act. The quantity At may be interpreted as the
minimum duration of the measurement and A(E — E’) as the error of
the measurement. The question as to the detailed course of the inter-
action process between the object and the apparatus in an elementary
measurement does not arise at all. Indeed, in order to check any state-
ment concerning the process of interaction, one should insert into a given
elementary measurement a number of other measurements, which is ob-
viously impossible. We can attach only a conditional meaning to the
notion “the course of the interaction process during the measurement.”
Namely, it is possible to replace the given direct measurement by an-
other indirect one, in which the primary apparatus is considered as part
of the system under examination and the measurement itself is made by
another apparatus. Then the interaction between the object and the pri-
mary apparatus may be described quantum-mechanically and examined
in detail by means of the new apparatus. But in this case the interaction
with the new apparatus will be uncontrollable.

Thus, the inclusion of the initial apparatus into the quantum-mecha-
nical system only displaces the boundary behind which the quantum-
mechanical description is to be replaced by a classical one, and the ques-
tion on the uncontrollable interaction of the apparatus with the object
(the measure of which is Bohr’s relation) arises again.

It is self-evident that in spite of the fact that the apparatus is de-
scribed in a classical way, the uncertainty relations remain valid for it,
too. Indeed, the use of the apparatus as a means of measurement is
based on the knowledge of those quantities (relative to the apparatus),
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and with that degree of accuracy only, that uncertainty relation cannot
be violated.

At any rate, in examining the direct measurement one cannot use
Schrodinger’s equation to describe the behavior of the object during the
time of measurement. This follows, among other reasons, from the fact
that the object does not constitute a closed mechanical system during
the measurement.

It is clear, however, that the role played by the Schrodinger equation
in the theory of measurement is not invalidated by these considerations.
This equation must give the theory of the indirect measurements,' which
permits us to follow in detail the interaction of the object with the
“intermediate” part of the system (i.e., with that part which at first
was included in the apparatus and was described classically and then,
after the replacement of the direct measurement by the indirect one, is
considered as part of the object under examination and described by
the quantum-mechanical method). It must also secure the consistency
of the results obtained in the two ways (by the direct measurement and
by the indirect one) and, in particular, the impossibility to break Bohr’s
relation by such a replacement.

We come to the conclusion that since Bohr’s relation governs the act
of the measurement, it cannot be obtained directly from the Schrodinger
equation. It represents itself a certain basic principle. The role of the
Schrédinger equation in its foundation has to be reduced to the proof
of its consistency with the quantum-mechanical method. On the other
hand, this principle may be established or at least illustrated by means
of an analysis of various examples and mental experiments as it has been
done by Bohr.

We wish to emphasize once more the fundamental character of the
Bohr relation regarding the act of the measurement. The direct measure-
ment forms the necessary intermediate link between the mathematical
scheme of quantum mechanics and the experiment. The estimation of the
dependence of the measurement accuracy upon its duration is just given
by the Bohr relation. All the quantum mechanics would lose ground
without this relation as there would not be any possibility to compare
its predictions with the experiment.

Relation (1) was given for the first time in the well-known paper
by Landau and Peierls (Erweiterung des Unbestimmtheitsprinzips fiir
die relativistische Quantentheorie) [2] dated 1931; these authors pointed

IThe development of the theory of indirect measurements brilliantly initiated by
Prof. Mandelstam in his lectures is far from being completed up to the present.
(V. Fock)
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out that the relation belongs to Bohr. However, the derivation of Bohr’s
relation given in the quoted paper appears to us to be fallacious, being
based on a wrong idea.

This derivation is based on the consideration of the interaction pro-
cess between the object-particle and the apparatus-particle with the help
of the perturbation theory. The interaction process taking place during
the measurement is thus supposed to obey Schrodinger’s equation. From
what has been said above it is clear, however, that this equation cannot
be applied to a direct measurement act (to which Bohr’s relation applies),
since the apparatus-particle must be described classically. The use of the
perturbation theory and the consideration of the transition probabilities
would mean that both particles are described quantum-mechanically and
are observed by means of some other apparatus, not including one of
them. This is by no means equivalent to a direct measurement act. As
stated above, the attempt to consider transition probabilities in a direct
measurement (or to detail it in some other way) leads to a contradiction
since it supposes the possibility to intercalate in the given measurement
a number of intermediate measurements in such a way that the result
should not be affected, and that is evidently impossible.

In this connection we have to discuss two assertions made by Landau
and Peierls regarding the measurement of momentum and energy. First,
they assert that in this case the law of conservation of momentum is to
be applied as a strict law, while the law of conservation energy is to be
applied as an approximate law only, valid up to quantities of the order
h/At. Second, they assert that in the most favorable case the values
of the momentum and energy of the apparatus-particle before and after
the measurement may be considered as exactly known. Both assertions
appear to be erroneous. There is no doubt that both conservation laws
are to be applied as rigorous laws of classical mechanics, since they con-
stitute the only means of defining and of measuring the momentum and
energy of a particle (and of any other object). As to the second asser-
tion, the supposition that the energies of the instrument-particle before
and after the collision are exactly known, however small the duration of
the collision may be, would signify a violation of the Bohr time—energy
relation for the instrument.

In the case of a free particle, Bohr’s relation (1) is a consequence of
the relation

|v" — v|ApAt > h, (2)

where v and v’ are the velocities of the particle before and after the
collision. In deriving (2) one has to use the approximate equality of
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the uncertainties Ap and Ap’ in the momentum values of the particle
before and after the collision. But this equality may be deduced from
the supposition that v and v’ are small as compared with the velocities
of the apparatus-particle, the exact knowledge of the momentum of the
latter being unnecessary.

2 Relation Referring to the Motion of a Wave Packet

Following Mandelatam and Tamm we consider a conservative system
obeying Schrodinger’s equation with the energy operator H. We suppose
that in a given state the energy of the system has no definite value, but
possesses a known distribution function. (The system being conservative,
the energy distribution function will be independent of the time.) We
denote the mean value (mathematical expectation) of the energy by H
and the mean square value of the difference H—H by (AH)? = (H—H)?.
The quantity AH is the standard of the energy H of the system.

We also consider some quantity R, relating to the same system and
having an operator which does not depend on time explicitly. Let R and
AR be the mean values and the standard of R in a given state. The
quantities R and AR will be the functions of time.

As shown by Mandelstam and Tamm, it follows from Schrédinger’s
equation and Schwarz’ inequality that the quantities AH, AR and R are
related by the inequality

h|OR
AHAR > — |—|.
neg | ®
Putting then
ar= AR (4)
OR
ot

the preceding relation may be written in the form
h
AHAT > 3 (5)

Owing to the constancy of AH the quantities AR and OR/Ot in
formulae (3) and (4) may be replaced by their time averages over some
interval that does not affect the meaning of relation (5), however.

The quantity AT is called by the authors “the standard time.” It is
the time during which the mean value R is changed by an amount of the
order of its standard.
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Relation (5) may be interpreted in another way. Let us determine
the time moment when the quantity R passes through a given value Ry
and the energy of the system at that moment.

If OR/Ot is the rate of variation of the quantity R (or of its mean
value R), then the uncertainty AT in the time moment defined above
is obviously connected with the uncertainty AR in the quantity R, by
relation (4) (Fig. 1). On the other hand, as the uncertainty AH in the
energy does not change with time, it may be referred to the moment
when the quantity R passes through a given value Ry.

RAL
s A AR
§V ,,,,,,,,,,,,,, [ RR,
t

Fig. 1

In this interpretation, relation (5) connects the uncertainties in the
energy and the time for a given value of R.

In this formulation, relation (5) was known earlier for the particular
case when the quantity R is one of the rectangular coordinates = and the
system under consideration is a free particle. This case corresponds to
the passing of a wave packet through a given plane x = z( (see the first
example by Mandelstam and Tamm). Relation (5) was usually derived
(on assumption that the momentum components p, and p, parallel to
the plane are known exactly) from the relations 6F = v, Ap, and AT =
Axv, by multiplying them and making use of the Heisenberg relation

Ap,Ax > Z . (6)

In the case considered relation (5) is closely analogous to the spatial
Heisenberg relations. Indeed, the Heisenberg relation connects the un-
certainties in the momentum and the coordinate at a given time instant,
while relation (5) connects the uncertainties in the energy and time for
a given value of a coordinate.

The uncertainty relation discovered by Mandelstam and Tamm (for
brevity we shall call it Mandelstam’s relation) may be considered as a
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generalization of that previously known to an arbitrary quantity R and
to an arbitrary conservative system.

The fact that it is possible to derive this generalized relation from the
quantum-mechanical formalism is very interesting in itself. In addition,
the formal derivation due to Mandelstam and Tamm has led to a clearer
understanding of the physical meaning of the quantities involved.

3 Comparison of Bohr’s Relation with That of
Mandelstam

The physical meaning of the relation AHAT > % follows from the well-
known statistical interpretation of the wave function, the wave packet
and the Schrédinger equation.

The wave packet gives, as is well known, the time dependence of the
distribution function for a given mechanical quantity and has no direct
relation to the motion of an individual particle.

Since the wave packet model of a particle (as proposed initially by
de Broglie and Schrodinger) turned out to be untenable and has been
abandoned, the motion of a wave packet does not correspond to any
physical process proceeding in time and cannot be observed in a single
experiment made on an individual particle. Consequently, as Mandel-
stam’s inequality refers to the motion of a wave packet, it cannot be
applied to in individual experiment or to a measurement. On the con-
trary, Bohr’s inequality refers just to such an experiment proceeding in
time and performed on one individual object.

To plot a curve for any distribution function from observation data,
we must have an estimate of the precision of the results of individual
experiments. But this estimate has nothing to do with the form of the
curve. The half-life period of an atomic nucleus may be as large as
billions of years but the moment of its decay may be determined with
an accuracy of a millionth of a second.

In the case of energy the estimate of the precision of an individual
experiment is given by Bohr’s inequality, while Mandelstam’s relation
refers to the properties of the distribution curves (and their dependence
upon the time for the energy and for some other quantity R).

When speaking of individual particles or individual experiments, on
the one hand, and of distribution curves, on the other hand, we do not op-
pose the notion of a single experiment to that of a series of experiments.
Quite the contrary, we admit that the errors of individual experiments
performed on individual particles have their own statistics, but that the
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states following from a given initial state by the Schrédinger equation
have their own statistics. We only wish to emphasize that these two
statistics have quite different objects and that their character depends
on quite different circumstances.

If one considers a wave packet (to which Mandelstam’s relation
refers), then its statistics depends only on the initial state and on the
form of the energy operator and is independent of any other circum-
stances. The statistics of the errors of individual experiments (to which
Bohr’s relation refers) does not depend upon the initial state, but de-
pends upon the means used for the measurement, upon the duration of
the measurement, etc.

Thus, the Bohr relation deals with the individual experiment (and its
statistics) and the Mandelstam relation — with the initial state (and its
statistics). This is their principal difference.

A more formal difference that makes evident that Mandelstam’s re-
lation has nothing to do with the real experiment manifests itself in the
following. In the case of a wave packet the uncertainty AH in the energy
of the system exists from the very beginning and does not change with
time (neither does the energy change). In the case of a measurement the
increase £’ — E in the energy takes place just during the time At, and
A(E’ — E) is the uncertainty in the value of this increase.

The preceding considerations may be applied to each of the Mandel-
stam and Tamm examples mentioned above.

Thus, the problem of the wave packet passing through a given plane
is not equivalent to the problem of the measurement of the moment of
time when the particle passes through the plane (the fixing of the pas-
sage being accompanied by an increase of its energy). The wave packet
gives the statistics of the experiment which up to the moment of the
experiment had moved in a constant (time-independent) external field,
had preserved its energy and had not been subjected to any external
influence. The Mandelstam relation refers to such experiments. The
Bohr relation refers just to the real passage of a particle through the
aperture in a diaphragm supplied with a shutter, the action of which is
inevitably connected with an uncontrollable change A(E’ — E) in the
energy of the particle. The time AT in the Bohr relation may be con-
nected in the given case with the duration of the action of the shutter. If
we intended to describe the passage of the particle through the aperture
more accurately we should account for the fact that the shutter with
which the diaphragm is equipped is movable and that consequently the
field in which the particle is moving depends on time and the system is
not conservative. However, the quantum-mechanical description of the
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motion of a particle in a variable field leaves open the question as to
the apparatus by means of which the measurements on such a particle
are performed. At any rate we should stop considering the shutter as a
measuring apparatus.

4 Connection between the Energy Distribution
Function and the Law of Decay of a Given State

One of the applications of the Mandelstam relation refers to the problem
of connection between the half-life period 7 of a given state iy of the
system and the uncertainty AH in the energy of this state.

More general results can be obtained by means of a theorem that es-
tablishes the connection between the law of decay of an almost-stationary
state and the energy distribution function in this state.?

The derivation of this theorem is very simple.

Let ¥o be the initial state of a system (for ¢ = 0). What is the
probability of finding the system in the initial state after time ¢ had
elapsed?

Denoting by « the coordinates (or those variables in terms of which
the wave function is expressed) we write ¢ = ¥(z,t) and g = ¢¥(x,0).
Let us expand 1 in an integral involving proper functions g (x) of the
energy operator

v(2,0) = [ e(EYu()E. ™)
Then the state of the system at time ¢ will be
vlait) = [ HE BN ()E. (8)

The required probability L(t) 2 will be equal to the squared modulus of
the scalar product

o(6) = [ G000t )
which is equal to

p(t) = / ¢+ Pe(E)ce(E)dE. (10)

2The theorem is implicitly contained in some formulae derived by V. Fock in his
course of lectures on quantum mechanics read in 1936/37 in the Leningrad University
[3] (in a lecture on the passage of a particle through a potential barrier). (Authors)

3Here by L(t) we denote the same quantity, which was denoted by L(t) in the
paper by Mandelstam and Tamm. (Authors)
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But the expression
dW(E) = w(E)dE = |c(E)*dE (11)

is the differential of the energy distribution function by the initial state
(and therefore also for the state in any successive moment of time ¢).
Therefore, the required probability is equal to

L(t) = Ip(t)? (12)

with

p(t):/e’%Etw(E)dE:/e_%EtdW(E). (13)

Thus, we have obtained the following theorem.
The law of decay of the state 1y depends only upon the energy distri-

bution function
2

L(t) = ‘ / e B W (E) (14)

With a proper definition of the integral distribution function W (E)
formula (14) remains valid in the case of a discontinuous function W (E)
(point spectrum).

The following remarks concerning the theorem just proved should be
added. First, the law of decay may be the same for two different states
if the energy distribution functions of these states are the same. Second,
in formula (14) for the decay probability the time ¢ is reckoned from the
moment when (for the very last time) it was stated that the atom (or the
system) has not yet decayed; as to the state g of the atom itself, it does
not change. The situation may be expressed in such words: an atom
does not grow old, but disintegrates suddenly. This conclusion holds for
any law of decay, not necessarily an exponential one.

It is interesting to note that in formula (13) the Fourier transforma-
tion applies not to the probability amplitude (i.e., the wave function) as
is usual in quantum mechanics, but to the probability itself. According
to the terminology adopted in the probability theory, the function p(t)
is the characteristic function of the energy distribution.

From the properties of the Fourier transformation, a relation between
the rate of decay and the smoothness of the distribution function follows.

We shall first examine the conditions that must be fulfilled in order
that the decay takes place at all.
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If the differential distribution function w(E) exists, the integral dis-
tribution function is connected with w(E) by the relation

o
W(E') — W(E) = /E w(E)dE, (15)

where E' and E are two arbitrary values of the energy. The above
expression is the probability that the energy of the system has a value
between E and E’ (where E' > F). If there is no point spectrum, the
function W (E) will be continuous for any initial state. In the case when
the point spectrum is also present the function W(E) may be continuous
only when all probabilities related to the point spectrum vanish in the
initial state.

Suppose that the function W (E) is continuous. It follows from rela-
tion (15) between W (E) and w(E) that the continuity of W (E) is equiv-
alent to the absolute integrability of w(FE) in its usual definition.* But if
w(FE) is absolutely integrable then according to the Riemann-Lebesgue
lemma the value of the integral (13) tends to zero when t increases to
infinity. Thus, from the continuity of W (E) it follows that

L(t) -0 for t—0. (16)

On the other hand, according to a theorem on characteristic functions,
the proof of which one can find in a book by S. Bernstein [4], condition
(16) entails the continuity of W (E).

We arrive at the conclusion that the necessary and sufficient condition
for the decay is the continuity of the integral energy distribution function.

In many problems the energy distribution function satisfies much
more stringent conditions than a simple continuity of W (FE). Thus in
the problem of the escape of a particle from a potential well through a
potential energy barrier, the probability density w(E) will be a mero-
morphic function of the complex variable E (see Appendix). Since for
real values of E the function w(FE) will be real, its poles will be situated
symmetrically with respect to the real axis, the residues being complex
conjugated quantities. Suppose that the pair of poles nearest to the real
axis is

E=FEy+il' (T>0). (17)

4The usual definition of the absolute integrability includes the condition that the
value of the integral should tend to zero with the region of the integration. According
to this definition, the Dirac function §(E — FEp) will not be absolutely integrable in
the vicinity of E = Ey. (V. Fock)
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Let the next pair of poles have an imaginary part I'V. It is easy to see

that if ¢ is so large that
I'-T

t‘ > 1, (18)

then the value of the integral (13) will be determined by the residue
relative to one of the two poles (17) while the other poles will be im-
material. Now if the function w(E) had only one pair of poles, then we

could write®
1 T

Ey=——7———
W) = R aTe
i.e., in this case we should come to the dispersion formula for the energy

distribution.
Substituting (19) into (13), we obtain

p(t) = e # PRI (20)

(19)

and, therefore,
L(t) = e~ 711, (21)

Thus, the usual exponential form of the law of decay follows from the
general assumption that w(E) is meromorphic in F; this assumption
may be substantiated by an analysis of the Schrédinger equation for the
given problem.

In the problem of the escape of a particle from a potential well, the
poles of w(E) are the so-called “complex Gamow’s eigenwerts.” The
order of magnitude of I' in this problem is determined by the equation

2h
I = Te—QS , (22)

where T is of the order of the period of oscillations of the particle in the
potential well and the quantity S is the integral

S— % / /Im(0 = Byda (23)

extended over the region where U > E (the region of the well).

In this and in a more general problem on the decay of an excited,
almost stationary state of an atomic system the order of magnitude of
I" may be determined from the perturbation theory, which gives

R (LTS . (29

5We suppose here that I' < Eg — E* where E* is the lower limit of integration in
(13) (usually E* = 0). (V. Fock)
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where (Eo|H k) is the matrix element of the perturbation energy, corre-
sponding to the transition from the almost stationary state with energy
FE)y into a state of the continuous spectrum specified by the parameter k
and having the energy F.

The considerations which have led us to the dispersion formula (19)
and to the exponential law of decay (21) permit us to make the following
conclusion. The dispersion formula, which takes into account only one
pair (or a finite number of pairs) of poles of the function w(F), may be
used only for the purpose of evaluation of integrals of the form (13) in
the case of sufficiently large values of ¢t. In order to calculate integrals of
another type (for example, to calculate the quantum mechanical averages
of powers of the energy, in particular of the standard AFE), the dispersion
formula cannot be used. Indeed, the value of the integral

average F(F) z/F(E)w(E)dE (25)

will be determined not only by that part of the range of integration
which is close to E = Ey, but also by more distant parts or even by
the behavior of w(E) for very large values of E. In a most pronounced
form this circumstance manifests itself in the fact that for some functions
F(E) the substitution in (25) of the dispersion formula (19) leads to a
divergent integral.

Since the standard of the energy AE cannot be calculated by means
of the dispersion formula (which, however, gives a correct law of the
decay), one may conclude that AE is not a characteristic quantity for
the law of decay.

On the other hand, for sufficiently small values of ¢ a lower limit for
L(t) involving AE may be given. Putting

/ Bw(E)dE = Fo, (26)
we introduce the function
() = enPotp(t) = / en (Fo=E)ty,(E)dE. (27)
We have then
p(0)=1; py(0)=0 (28)
and the second derivative satisfies the inequality
AE)?
(0] < ) = 52 (20)
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for all values of t. Hence,

(AE)?
)] > 145 (30)
and, therefore,
2

(AB)? , . h
L(t) > |1 — —— f 2—. 1
(t)_[ ot i t<\fAE (31)

A similar, but more accurate inequality
AFE h

L(t) > cos? (ht) if < gﬁ (32)

is derived in the paper by Mandelstam and Tamm. The authors apply it
to the estimation of the half-life period 7 of a given state. Indeed, either
the time 7 is so large that inequalities (31), (32) cease to apply or they
are still valid. In either case, we obtain

TAE>h\/2—\@::h~2sing:h-0.7653 (33)

from inequality (31) and
TAE > h% — 1i-0.7854 (34)

from inequality (32).

Inequality (34) [or (33)], although quite rigorous, is, however, of no
practical use for the estimation of the half-life period. It might give
a correct order of magnitude of 7 only for those energy distribution
functions for which AF is a characteristic parameter, for example, for
the Gaussian distribution function

1 (E — Ep)?
F)= ———. =
wl) = = e |G (39)
when the law of decay is of the form
AE)?
L(t) = exp [( h2) tZ] . (36)

In this case there is no half-life period in the strict sense; but if we define
the half-life time by the condition L(7) = 1/2p we get

TAE = hv/2 = h- 0.8326, (37)
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which is rather near to the lower limit given by inequality (34). However,
this example is of a purely mathematical character. In the physical
problems of the type considered (transitions from an almost stationary
state into a state of continuous spectrum with the same energy) the
function w(FE) is, as we have seen, of a quite different character and the
energy standard if it exists at all, is not a specific quantity for the law
of decay. In such problems the half-life period, if defined in terms of '
by the relation

TI'=h-1/2log2 = h-0.3466, (38)

turns out to be many times larger than its lower limit obtained from (34),
since the quantity F is many times smaller than the energy standard A.

This situation may be examined more closely in the case of the prob-
lem of the potential well. At the attempt to calculate A for the almost-
stationary state we meet with a characteristic difficulty which supports,
however, our conclusion that AFE is practically not connected with the
law of decay. It is found that the value of AFE sharply depends on the
choice of the initial almost-stationary state (in our problem it depends on
the values of the wave function outside the barrier), while the constant
I" is quite stationary for different admissible wave functions.

If we take a rectangular barrier and suppose that in the initial state
the wave function outside the barrier is the analytical continuation of
the function over the barrier, then for the quantity I' a value is obtained
of the order

I' ~ (AE)?/E,. (39)

This value is many times smaller than AFE. Indeed the quantity
(AE)/Ey is in this case of the order of e~ while the quantity T'/Ej
is of the order of e=2% where e~ is very small. Thus, the considered
example supports our conclusion that inequalities of the form (33) or
(34) cannot be applied to the estimation of the order of magnitude of
the half-life period.

Appendix

The energy distribution function in the problem of the
potential well

Let us denote by f(r) the solution of the Schrodinger equation
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satisfying the initial conditions

f0)=0; f'(0)=1. (A2)

The function f(r) belongs to the continuous spectrum, but is not nor-
malized. The asymptotical expression for the function f(r) at infinity is
of the form _ - _

f(r) = B(E)e™ + B(E)E~"", (A3)
where

k= (1/h)V2mE. (A4)

For the normalized proper function of the energy operator having a pre-
scribed amplitude at infinity, we may take

1 [dk 1
V2r VdE " |B(E)]

To an almost stationary state such a value Ey of the energy E corre-
sponds, for which the quantity B(E) becomes very small. Denote by a
some point 7 = a on the barrier, for example, the smaller root of the
equation U(r) = Ey and put

fe(r) - f(r). (A5)

N = /O F2(r)dr. (AG)

The initial state may be described by the function
1
fo(r) = —=
0( ) \/N

fo(r) = 0 for r>a,

flr) for r<a, (A7)

or to be more exact by its value for E = Ej (the function (A7) depends,
but very little on E near E = Ej).

Using formula (11), we obtain for the energy distribution function in
the almost stationary state considered the expression

1 N dk
w(E)dE = or B . dEdE. (A8)

Here the quantity N depends but little upon E (or even is a constant
if we put F' = Ey in f(r) for r < a) and the main variation is due to the
denominator |B(E)|?.

Formula (A8) defines w(E) for real values of E. For complex values
of E this function is defined by analytical continuation.
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As some arbitrariness is connected with the choice of the initial state,
formula (A8) is not totally free from arbitrariness which may influence
the value of the energy standard (but not that of the decay constant T').
However, the general character of w(FE) as an analytical function of F is
not essentially affected thereby and is correctly represented by the given
expression.

Let us show that in the case when U(r) = 0 outside the barrier
(for r > b, say) the quantity kB(F) will be an integral transcendental
function of k.

Putting g = e , considering the expression f”g — ¢” f and using
the differential equation (Al) we shall get

—ikr

b
U(r)f(r)e”*dr. (A9)

2ikB(E) = f'(0) + zm
2 J,
Now it is known from the theory of the differential equations that for
finite values of r the quantity f will be an integral transcendental func-
tion of E. As the integral in the right-hand side is taken in finite limits
and as the factor e %" is an integral function of k, the right-hand side
of (A9) will also be an integral function of k, which was to be proved.
From the fact that B(FE) is an integral function it follows that the
function w(E) will be meromorphic — a conclusion that we have used
in Section 4.
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The modern quantum theory of the valence [1] and the chemical bonds is
entirely based on the application of one-electron functions. Meanwhile,
by itself the idea of a bond which is built by a pair of electrons assumes
such strong interaction between the electrons with opposite spins that
any description of this interaction by means of two one-electron functions
is somewhat artificial and cannot be exact. It is much more natural to
associate with each saturated bond its own two-electron function and
to preserve one-electron functions only for non-saturated bonds. (The
electron functions are understood as the functions which depend only on
spatial coordinates, but not on the spin.)

A possibility of such description will be proved if one finds a way to
construct the wave function of all valence electrons from two-electron and
one-electron functions which correspond to saturated and non-saturated
bonds. The total wave function has to possess all the necessary symmetry
properties and to represent a state of the molecule with a definite number
of saturated and non-saturated bonds.

The symmetry properties of the coordinate wave function of a system
of n electrons with a given spin was formulated for the first time in 1940
in our article about the wave functions of many-electron systems [2].
In this article a relation is demonstrated between the coordinate wave
functions introduced there and the antisymmetric wave functions of the
spatial and spin variables. In the same article, formulas are given for the
mixed second-order density that is necessary for the calculation of the
energy and other quantities.

The problem formulated here to construct the wave function, which
corresponds to a given number of bonds, can be easily solved with the
help of the formulas derived in our article.

Suppose here that a given system of n electrons has the resulting

© 2004 by Chapman & Hall/CRC



520 V.A. Fock

spin s. The number k£ = 5 — s will be an integer and it is equal to the
number of electron pairs with the compensated spin. If one considers the
valence electrons that build the bonds, then k is the number of saturated
bonds. The coordinate wave function of such a system will be written
as follows:

’(/)Z’(/J(Tlﬂ“g,...,’f‘k|’I“k+1,7“k+2,...,’l“n), (1)

where rq,...,7, denotes the spatial coordinates (the radii-vectors) of
n electrons where the first k arguments are separated from the other
coordinates by the vertical line. We will also use the abridged notation,
namely,

v=v(1,2,... k| k+1,k+2,...,n). (2)

The function % has to
a) be antisymmetric relative to the first & arguments (to the left of the
vertical line),
b) be antisymmetric relative to the last n — k arguments (to the right of
the vertical line) and
¢) have the cycle symmetry, which is expressed by the equation

v (1,2,.. k| k+1Lk+2,...,n)=
n—k

= Vv(k+0L2,.. k| k+1,.. . k+l-11k+i+1,...,n). (3)
=1

The right-hand side of this equation consists of n — k terms where
the argument 1 (i.e., r1) is set consecutively on the place of each of n —k
arguments to the right of the vertical line.

We have to express the wave function with this symmetry through k
two-electron functions

1/}1 (T, 7“/) 7'@[12 (Tv T/) s 7wk (7‘, rl) ) (4)

which correspond to the saturated bonds and through n — 2k = 2s one-
electron functions

$1 (T) ) P2 (’I“) )y Pn—2k (’I“) ) (5)

which correspond to the non-saturated bonds. We denote through
a1,Qa,...,qar the numbers 1,2, ..., k, which are taken in an arbitrary
order, and through P the corresponding transposition. Analogously, we
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denote (1, Bo, . .., Ok the numbers k+1,k+2,...,n in an arbitrary order
and through @ we denote the corresponding transposition. Further, we
set € (P) to 41 if the transposition P is even, and to —1 if the trans-
position P is odd; analogously we set £ (Q)) to the same value for the
transposition Q. Using this notation, we obtain

v (1,2,...,k|k+1Lk+2,...,n)=

=3 e(P)e(Q) ¥ (a1, Br) 2 (0, Ba) . i (g, Bi) X
P Q

X@1 (Be+1) P2 (Brv2) - - n—2k (Ba—k) - (6)

It is directly seen from formula (6) that the function ¢ satisfies the
antisymmetry conditions a) and b). But, besides, it is possible to demon-
strate that if the two-electron functions are symmetric relative to their
arguments, then the condition of the cycle symmetry c) is also fulfilled.
In order to prove this, it is more convenient to represent ¢ as the sum
of k! determinants of the order n — k. We get

v(1,2,..., k| k+1Lk+2,...,n)=
Yo, (L,E+1) ... ¥, (1,n)
5| o (k1) -, (ko)

—EP: prk+1) . pi(n) | @)

On—ok (k+1) ... op_2r(n)

In this formula each determinant separately satisfies the cycle sym-
metry condition (in the case of the symmetric functions (4)). In order to
prove this property, we consider one of the determinants from the sum

(7), for example, the determinant with a; = 1,0 = 2..., 3 = k and
denote it as A. We have then

Y1 (LE+1) ... 1(1,n)

Gk 1) ()
A= pr(k+1) ... @1(n) |’ ®

o (+1) ... gk (n)

We further denote as Ag;; the determinant, which is obtained from A
after the transposition of the argument 1 with the one of k 4+ 1. We now

© 2004 by Chapman & Hall/CRC



522 V.A. Fock

have to prove the equation
A=Api1+Apga+ ...+ A, (9)

We note that in the determinant A; the minor (i.e., the cofactor) of
the element v, (k + I, k + m) is equal with the opposite sign to the minor
of the element v (k + m, k + 1) in the determinant Ag,,. Therefore, if
the function ¢ is symmetric, then in the sum A+ Ay the quantity
1 (k+1,k+m) =11 (k+m,k+1) is multiplied by zero and, hence, it
can be replaced by zero.

One can verify that in the first rows of the determinants in the right-
hand side of (9) all functions with the argument that differs from unity
can be replaced by zeros. We denote as A}, A} ,,..., A}, the determi-
nants obtained from Ay 1, Agpya, ..., Ay after this replacement. In A7,
the only nonzero element is the entry of the first row ¢ (1,k +1). The
values of other elements that are placed under it are nonessential and
they can be chosen as in the determinant A. But after this replacement
the equation

A=A+ Ao+ ...+ A (10)

is, obviously, correct because it represents the expansion of the deter-
minant A over the elements of the first row. From here, the validity of
equation (9) follows. In this way, we proved the cycle symmetry prop-
erty of the function v, which can be considered as the determinant A
symmetrized relative to the arguments 1,2, ..., k. From (6) and (7), it is
easy to see that if the function ., (r,r’) is factorized and has the form

¢7n (T7 T/) = ’(/)'m (T‘) ¢m (T/) 5 (11)

i.e., is split in two equal functions, then the function v is reduced to
the product of two determinants of the orders k and n — k. This is
the case for an atom; then the function t,, (r,r’) represents an “orbit,”
which is occupied by two electrons. An expression for ¢ as a product of
two determinants was the initial representation for the wave function in
our first article [3] on a self-consistent field method with the quantum
exchange.

In quantum chemistry, one usually considers only the wave functions
corresponding to the valence electrons. However, in order to achieve
the accuracy of atomic calculations one should take into account not
only valence, but all the electrons of a molecule. To a pair of inner
electrons that occupies the same orbit, one could associate the wave
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function of the form (11) where in the first approximation one could
consider ¢, (r) as to be known from the atomic calculations. In the
complete function ¢ only the functions of the valence electrons remain
to be unknown. As they correspond to definite bonds, one can judge
their qualitative character by the structural formula of the molecule.
Theoretically speaking, for more exact determination of these functions
one could use the complete function to write the energy of the system
and then to apply the variation principle. It is obvious that this program
is feasible only for very simple molecules. In more complicated cases
one has to apply rather approximate, semi-empirical methods that are
customary to the quantum chemistry, but in any case it is necessary in
one way or another to take into account the impossibility for the valence
electron to get to already occupied orbits of inner electrons.

Regardless of the possibility to do the practical calculations with the
two-electron wave functions, an introduction of them gives the advan-
tage of the visualization since each of these functions corresponds to a
definite bond. In addition, double and multiple bonds can be taken into
consideration; for this it is reasonable to suggest that one or several two-
electron wave functions correspond to electrons belonging to the same
pair of atoms.
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(Author’s English version )

The wave equation for the helium atom in a state with vanishing angular
momentum was first deduced by E. Hylleraas in his classical papers on
the ground state of helium [1]. This equation shall be referred to, for
the sake of brevity, as the Hylleraas equation. The Hylleraas equation
corresponds to a mechanical system with three degrees of freedom; it is
natural to take as independent variables the two distances of the elec-
trons from the nucleus and the angle between their radii-vectors. To
simplify calculations connected with the Ritz method, Hylleraas took
as independent variables the three distances; the wave function to be
varied was expanded in a power series of the three distances. Careful
calculations made by Hylleraas showed a good agreement with the ex-
perimental values of the energy levels. It has been pointed out, however
[2], that the exact solution of the Hylleraas equation does not possess an
expansion of the supposed type, and the true form of the expansion was
still to be found.

The energy levels obtained from the Hylleraas equation are to be
corrected for the finite value of the nuclear mass, and also for the rela-
tivistic effects; but the more subtle the corrections introduced, the more
accurate the calculated values of the “uncorrected” energy levels must
be.

In connection with the increased subtlety of the corrections the need
for a more accurate solution of the Hylleraas equation arose. It is ob-
vious, however, that an increase in accuracy can only be obtained if
expansions are used which actually satisfy the differential equation. The
aim of the present paper is to exhibit the form of such an expansion and
to give a method for calculating its successive terms.
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1 The Hylleraas Equation and its Transformation

Taking as independent variables the two distances ry and ro of the elec-
trons from the nucleus and the angle ¥ between the directions pointing
from the nucleus to the two electrons, we write the Hylleraas equation
in the form

Y 2 0 0% 2 O 11

—+- —+=+- — —+ = | A*W+2(E-V )y =0. (1.1

or{ ri10ry  Or3 r28r2+ 2+r2 ¥+2( )Y (1.1)

1 2

Here the symbol A*y denotes the operator

LD (o
Aw_sinfl?aﬂ (51n19819). (1.2)

In the following we shall consider a more general equation that is of the
same form as (1.1), but with A*y denoting the Laplacian on the unit

sphere:
L1 (. oy 1 0%
A ’lz} = Sinﬂaiﬁ <sln79819) + 7Sin2 ﬂw (13)

A physical meaning is attached only to solutions independent of the
angle ¢. The quantity V is the potential energy which is equal to

ARA 1
v=-2_24 : (1.4)
i r2 \/r} 4+ 13— 2riracosd

All quantities are expressed here in atomic units. In order to include the
case of helium-like atoms we put the nuclear charge equal to Z.

We now proceed to a change of independent variables, introducing in
place of r1, 72, ¢, 1 the quantities x,y, z, u defined by

T = 2r179 sind cos @,
y = 2rirysindsin p,
z = 2rirg cos v, (1.5)

u=ri—ra

Putting

R=\/22+y%+22 +u2 (1.6)

we have
R=r}+r3. (1.7)
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Let us build the four-dimensional Laplacian in Euclidean space with
rectangular coordinates x,y, z, u:

2 2 2 2
L P P P 0

Oy = .
v 0x2 0y?2 022 0u?

(1.8)
It is easily verified that

srop = TV 200 O 23¢+(1

1
-— + - — - — + = A*p. (1.9
or?  r1dr;  Or2  r20rg r? + r%) +a%. (19)
Thus, the Hylleraas equation takes the form
2ROy + (E— V) =0. (1.10)

In the new variables x, vy, z, u the potential energy V is homogeneous of
degree minus one half, namely,

ZV2 Z\2 1

=— — + . 1.11
vR+u VR—-u +VR-—z (111)
If we define the norm N of a function ¢ according to
ON = 16/ |2 r3rsdry dry sin 9dddep, (1.12)
we shall have in the new variables
51
N = [ |¢] Edmdydzdu. (1.13)
The energy level is the extremal value of the functional
W= 2 (gradep)? + 11,02 dadydzdu (1.14)
N/ 2R yasa '

where we have put for brevity

(grady)® = (%)2 + <?§)2 + <§5>2 + (%)2. (1.15)

In the last two equations the wave function 1 is to be real [3].

© 2004 by Chapman & Hall/CRC



528 V. Fock

2 The Equations of Laplace and Poisson
on a Four-dimensional Sphere

In studying the Hylleraas equation we shall use four-dimensional spher-
ical coordinates R, a, ¥, ¢ defined by the equations

r = Rsinasindcos p,
y = Rsinasindsin g,
z = Rsinacosd, (2.1)

u = Rcosa.

Comparison with (1.5) gives
r1 = VRcos %, ro = \/Esin%. (2.2)

Since 0 < a < 7, both quantities 1 and ro are positive as they ought to
be.

In hyperspherical coordinates thus introduced, the four-dimensional
Laplacian takes the form

92 3 0
O = — —_—— * .
V=orr T Rar TPV (2:3)

where 0% is the Laplacian on the four-dimensional sphere

* _L g 12 871# *
0%y = R {804 (Sln a@oz) +A 1/1}, (2.4)

A*y denoting the quantity (1.3).

The eigenfunctions of the operator 0%t may be called hyperspherical
harmonics. These are well known [3]. We shall state here some of their
fundamental properties. The equation

O+ (n® — 1)1 =0 (2.5)

possesses solutions that are finite, one-valued and continuous everywhere
on the four-dimensional unit sphere (i.e., for 0 < a < 7,0 < ¥ < 7,0 <
¢ < 27) only if n is an integer (n = 1,2,3,...). To every integral
value of n there correspond n? eigenfunctions, but only n of them are
independent of . The latter functions may be written as

P = (bnl(a’ ?9) = Hl(nr O‘)B(COS 19)7 (26)
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where P, is Legendre’s polynomial and II;(n, ) is a function that admits
a representation either in the form of an integral

(03

_ !
I (n,a) = (Sin]\il)lﬂ/cosnﬁ(msﬁ“msoodﬁ, (2.7)
0

or else in the form of a derivative
(sina)! d*+ (cosna)

I (n,a) = )
t(m, @) M, d(cosa) ™

(2.8)

where
MP =n?(n*—1)...(n* = 1?). (2.9)

For a given n the number [ takes the values | = 0,1,2,...n — 1. The
functions II;(n, o) are normalized according to the formula

™

2
f/HlQ(n, o) sin? ada = 1. (2.10)
™

0

Equation (2.5) admits solutions of the form
¥ = F(a)P(cosv) (2.11)

also in the case [ > n, as well as for non-integral values of n, but in these
cases the solutions do not remain finite on the hypersphere and are thus
not eigenfunctions.

The multiplier F'(«) in (2.11) is a linear combination of IIf (n, o) and
Af(n, o) where

< _ l
0} (n,a) = W/cosnﬂWdﬁ (2.12)
0

and
,d L (sinna)

We also have A .
ina (I} —L —Af—L ) =n. 2.14
sin a( [ o [ o n (2.14)

The functions thus defined appear in the solution of the non-homogene-
ous equation

O+ (n? - 1) =—f (2.15)
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if the right-hand side is expanded in a series of Legendre’s polynomials.

In the following we have to solve non-homogeneous equations of the
form (2.15), with integral and half-integral values of n.

If n has a half-integral value, the solution of (2.15) is uniquely deter-
mined for an arbitrary f-function (no additional conditions of the kind
of orthogonality relations are imposed upon f). In this case a Green’s
function exists, using which we may write the solution in the form of a
definite integral, namely

vladg) = o= [ 1l ) Sy, (2.16)
Here w denotes an angle (0 < w < m) defined by
cosw = cosacosa’ + sinasina’ cos7y, (2.17)
where
cosy = cosd cos ¥ + sindsind’ cos (p — ¢'). (2.18)
The symbol df? in (2.16) denotes the expression
dQ' = sin? o/ da’ sin ' di'dy’. (2.19)

Formula (2.16) is written for the general case when the function f in the
differential equation depends on the angle ¢ as well.

For integral values of n, in order that the non-homogeneous equations
possess a finite and continuous solution, orthogonality is to be satisfied:
the function f must be orthogonal to all solutions of the corresponding
homogeneous equation. This gives n? conditions that may be written in
the form

COS NW
/f(o/7 ¥, @) ———dQ = 0; (2.20)
sin w
this equation is to be understood as an identity in the quantities «, 9,
involved in w. If f is independent of ¢, only n conditions

/f(oz7 9)® (v, ) sin? asin ¥do) = 0, (2.21)

with ®,,; defined by (2.6), are relevant, the other conditions being satis-
fied automatically.

If the above conditions are satisfied, a finite solution of equation
(2.15) exists; this solution is not unique, however, since an additive hy-
perspherical harmonic of degree n remains arbitrary.
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For integral values of n, there exists a generalized Green’s function,
of which the solution of equation (2.15) may be written in the form

COS nNw

vladg) = o [ F@ -0 S . (222)

sin w
The orthogonality relations (2.20) are supposed to be satisfied.
If the function f is expanded in a series of hyperspherical harmonics,

the solution of equation (2.15) may be written at once. Supposing f to
be independent of ¢, we have

I
—

p

f= i cprPpi (e, ) (2.23)

p=11

Il
=)

and
P = Z Zcp@pl (a, ). (2.24)

Owing to the orthogonality relations all the coefficients ¢, (I =0,1, ...,
p — 1) vanish if p = n; thus the expansion (2.24) for ¢ does not contain
terms with a vanishing denominator. An arbitrary hyperspherical har-
monic of degree n may, of course, be added to the solutions (2.22) and
(2.24).

3 Solution of the Hylleraas Equation for Finite
Values of R

Let us transform the Hylleraas equation (1.10) to hyperspherical coordi-
nates as independent variables (these coordinates were discussed in the
preceding section). The expression O is transformed by applying for-
mula (2.3). The potential energy V being homogeneous of degree minus
one half in the variables (2.1), it may be written in the form

U
Ve (3.1)

where U is independent of R and depends only on « and . We have

Z Z 1
IR — . (3.2)
cosg  sing /1 —sinacost
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Using expressions (2.3) and (3.1) for O and for V, the Hylleraas equa-
tion takes the form
>’y P 1 1
2 — + 0 O =0. .
R*oms +3Rop + 0" + (S ER 2U\/E)1/) 0 (3.3)
In attempting to solve equation (3.3), it would be natural to try an
expansion of the form

=1+ R2Ys + Ribg + R2¥5 + ...+ R" M + .., (3.4)

i.e., an expansion arranged in integral and half-integral powers of R,
the coefficients v,, being functions of o and ¥. As a matter of fact,
however, no such expansion exists if the 1, are to be functions finite
and continuous on the hypersphere.

We consider, therefore, a more general expansion

(n—1]

p= > R (log R)*¢n, (3.5)
k=0

13
n=1,3,...

which is arranged in powers of both R and log R, the powers of R being
integral and half-integral and that of log R only integral. The symbol
[n—1] in the upper limit of the k-summation denotes as usual the integral
part of the number n — 1. The number n takes all integral and half-
integral values from 1 upward:

3 5
=2, =, ...
27 b 27
and, for a given n, the number k takes integral values from 0 to the
integral part of n — 1:

n=1, (3.6)

kE=0,1,...,[n—1]. (3.7)
Let us write down some of the first members of the series (3.5) for v:

Y=o+ R%I/Jgo + R(log R-¢ba1 + t20) +
+ R3(log Rpsy + o) +
+ R*((log R)*t32 + log R - a1 + ts0) + ... . (3.8)
With the help of the relation
52

O\ e
(R?ﬁ + 3R =) R Ylog R)* =

= R" " H{(n* 1)(log R)*+ 2nk(log R)* " + k(k — 1)(log R)* %}  (3.9)
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we can easily calculate the result of inserting the expansion (3.5) into
(3.3). Equating to zero the coefficient of R"~!(log R)* in the resulting
expression, we obtain

O*tn i + (n® — Dby e = —2n(k + 1) pr1—
1 1
~(k+ D)k + 2t prz + 5U%, 1 = 5E Wik (3.10)

In dealing with equations (3.10), it is to be remembered that the index
k in v, i is at most equal to [n — 1]; otherwise the function k in ¢, x is
zero. We order equations (3.10) according to increasing values of n and,
for a given n, according to decreasing values of k.

We now proceed to show that equations (3.10) may be solved con-
secutively, one by one, in the above-mentioned order, the choice of the
solutions being essentially limited by the finiteness and uniformity con-
dition.

Among equations (3.10) the first corresponds to the valuesn = 1,k =

0 and is of the form
0410 = 0. (3.11)

This is an equation of the type (2.05) with n = 1, i.e., an equation
for hyperspherical harmonics. But for n = I the only hyperspherical
harmonic is a constant. We may thus put

Y10 = 1. (3.12)

To the value n = 3/2 there corresponds only one value of k, namely,
k = 0. Thus, the set of equations with n = 3/2 reduces to a single
equation

. 5 1
05 + Zl/fgo = §U¢10 (3.13)
with U taken from (3.2). Since n is half-integral in this case, the solution

of equation (3.13) is unique and does not involve any arbitrary constants.
It is even possible to write this solution in an explicit form, namely,

1
w%O:—Z(cosg+sin%)+§\/1—Sinacosa. (3.14)

For n = 2 we get two equations (for k =1 and k = 0). They are of the
form

O%tha0 + 3¢p20 = 0 (3.15)
and . )
O%thao + 3920 = —4¢ha1 + §U’L/J%O - §E1/J10. (3.16)
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The first of these is an equation for hyperspherical harmonics. There are
two harmonics independent of ¢:

Doy = cos and ®y; = sinacos (3.17)

(we take non-normalized functions). The function ¥9; will be a linear
combination of the two functions (3.17), but the coefficients in this com-
bination are not arbitrary. In fact, they are determined from the orthog-
onality conditions satisfied by the right-hand side of (3.16). Since these
conditions involve just the same functions (3.17) that form the linear
combinations, it is clear that there are as many conditions as there are
coeflicients to be found. The function 157 is thus uniquely determined.

The function 191 being known, the equation for ¥9q will be of the type
(2.15), with the right-hand side f satisfying all orthogonality conditions
required. The solution of this inhomogeneous equation may be found by
one of the procedures indicated in Section 2. In this solution an addi-
tive linear combination of the hyperspherical harmonics (3.17) remains
arbitrary; the function 9y thus involves two arbitrary constants.

Proceeding now to the value n = 5/2, we shall have (for K = 1 and
k =0) two equations

) 21 1
D5, + Z¢gl = §U¢21 (3.18)

and
. 21 1 1
05 + ngo = =55, + §U1/120 - §E1/)g1~ (3.19)

These are inhomogeneous equations of the type (2.15), the value n?—1 =
21/4 of the parameter not being an eigenvalue. We first obtain from
(3.18) the function ¢35, and then insert it in (3.19), whence the other
function wg o is obtained. The determination of both ¢% 1, and ¢go is
quite unique; no new constants are hereby introduced.

Proceeding further, we have for n = 3 three equations: for sz, 131
and for 130. The solution 35 of the first of these is a hyperspherical har-
monic; the coefficients therein are to be determined subsequently from
the orthogonality conditions for the right-hand side of the 131 equation.
The function 131 is at first determined except for an additive hyper-
spherical harmonic, which is then to be found from the orthogonality
conditions belonging to the 139 equation. Solving this, we obtain 3
except for a harmonic with three constants, and these are the only new
constants introduced in 3.

This process of solution may clearly be continued indefinitely, the
only difficulties being of computational nature. For a half-integral n, all
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functions vy, ;, are found consecutively, beginning with that which has a
maximum k, down to the function ¥, ¢ with £ = 0, and no orthogonality
conditions are required. For an integral n each function 1, j is at first
determined only except for an additive hyperspherical harmonic, but
the latter is then uniquely obtained from the orthogonality conditions
satisfied by the right-hand side of the equation for the next function
Yn k—1. An additive hyperspherical harmonic remains arbitrary only in
wn,(}

It is to be expected that the series (3.5) obtained as a result of this
process will be convergent for all finite values of R.

4 The Behavior of the Solution for Unlimited
Values of R

Let us assume that for very large values of R the function 1 satisfying
equation (3.3) is asymptotically equal to

= Ae MVE, (4.1)

where the quantity A increases not faster than some finite power of
R and the coefficient p in the exponent is independent of R. In the
physical problem considered the function v, and consequently p, is also
independent of ¢. Thus we have p = p(w,d). Inserting in (3.3) the
expression (4.1) for p, dividing by ¢ and equating to zero the terms
that are independent of R (and do not vanish at infinity), we obtain the
following partial differential equation of the first order which must be

satisfied by pu:
o\’ 1 ou\> 2 E
— — —+ —=0. 4.2
(8@) + sin® « (319 + 4 * 2 (42)
A particular solution of this equation is obviously the constant

=g =v-—2F (4.3)

(E is negative in our case, and thus p is real). Putting

w
J = po cos o (4.4)

we introduce in place of  a new function w(«, ). Excluding the w =0
that corresponds to the solution (4.03), we obtain the following equation
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for the function w:

ow 2 1 ow 2
(304) +sin2a(8?9> =t 45)

To proceed further with the determination of u, we take recourse to
physical considerations. Our system consists of two electrons and the
nucleus. Consider the case when one of the distances of the electrons
from the nucleus, ry or ro, is very large and the other is finite. In this
case we may speak of an outer and an inner electron. The outer electron
is under the influence of the screened nuclear field, and the inner one
under the influence of the Coulomb field of the nucleus. The states
of the two electrons will be nearly independent; for the inner electron
the wave function will be of a Coulomb type, while the outer electron
will be described by a wave function that corresponds to a spherically
symmetrical (though not Coulombian) field.

The fact that the states of the two electrons are independent means,
in particular, that the quantity p (and thus w) will be independent of
the angle ¥. But if w depends only on «, then, according to (4.5), it
must be of the form

w=a-—ap, (4.6)

where «y is a constant (there is no need to consider the other solution
w = a — « since an inversion of sign in w does not alter the value of ).
Putting

4o COS % =a, posin % =b (4.7)

we get
! !
=acos — + bsin — 4.8
iz 5 5 (4.8)
and thus the exponent in the expression (4.1) for the wave function is

equal to
VR = ary + bry. (4.9)

The constants a and b are connected by the relation
a>+ V0> +2E=0 (4.10)

that follows from (4.3) and (4.7).

Assuming that, for large values of 7y, the electron with the radius-
vector rp is in the state of lowest energy, its wave function must be
proportional to exp (—Zry). Consequently, the coefficient of r; in the
exponent (4.9) must be equal to Z, and we have

a=7Z. (4.11)
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Equation (4.10) then gives

b=/2V;, (4.12)

where .
Vi:f§Z27E>O (4.13)

is the ionization potential of the outer electron.
Equating the two expressions (4.1) and (3.8) for ¥, we obtain for the
quantity A a series of the form

1 1
A = 10+ R? (30 + pih10) + R(¥21log R + thao + ptbzg + §M2¢10) +
+ R2 [(1%1 + pg1) log R +
1 1
+ Y30+ pib20 + 5#%30 + gugwm} +. (4.14)

An approximate value of A is obtained if one keeps in this series only the
first few terms and neglects the rest. Inserting this approximate value
in (4.1), we obtain for the wave function an expression that, on the one
hand, satisfies in the vicinity of R = 0 the differential equation and, on
the other hand, has a correct behavior at infinity.

In order to construct the solution that is physically relevant, we must
take a linear combination of the functions (4.1) that is either symmetric
or antisymmetric with respect to r; and ro. Permutation of r; and ro
corresponds to a change of a into m — «; in particular, if

w(a) = ary + bry (4.15)

then we have
p(m —a) = arg + bry. (4.16)

Consequently, the relevant combination of the functions (4.1) may be
written as

¥ = A(R, o, 0)e VEH® L AR, 7 — o, 9)e~ VER(T=2), (4.17)

This expression contains the constants involved in the functions v, o
(n=1,2,3,...) and, besides them, the constants a and b in the exponent
(except if they are fixed in advance according to (4.11) and (4.12)). The
constants in the wave function (4.17) are to be determined from the
variational principle.
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In the case that a and b are fixed in advance, their values are to
some extent arbitrary. But this arbitrariness is compensated for by the
freedom of choice of the other constants, and the use of inaccurate values
of a and b only makes the convergence slower, but does not alter the
final result. It is to be borne in mind that in practical applications of
the variational method the calculations are much simpler if the constants
varied enter the wave function linearly and not exponentially.

Expression (4.17) for the wave function has the advantage of taking
into account the singularity of the differential equation that corresponds
to the triple collision (R = 0). It is, therefore, to be expected that
the use of this expression should permit one to attain a relatively high
accuracy with a small number of constants to be varied; in fact, the
success of the Ritz method fully depends on the appropriate choice of
the family of functions that are varied. The practical application of
the process described in this paper may involve laborious calculations;
nevertheless, the process turns out to be advantageous, since the use of
functions that fit well the nature of the problem is a condition of the
primary importance if high accuracy is desired.

References

1. F.A. Hylleraas, Zs. Phys. 48, 469, 1928; Zs. Phys. 54, 347, 1929.

2. J.H. Bakilett et al., Phys. Rev. 47, 679, 1935.

3. V. Fock, Izv. AN 2, 169, 1935; Zs. Phys. 98, 145, 1935. (See [35-1] in
this book. (Editors))

Leningrad State University
Physical Institute

Typeset by 1.V. Komarov

© 2004 by Chapman & Hall/CRC



57-1
On the Interpretation of
Quantum Mechanics

V.A. Fock

Leningrad, 1957

UFN 52, N 4, 461, 1957

The modern physics is characterized by deeper and deeper penetration
into the laws of the world of atoms and other minute particles of mat-
ter. These laws require not only new experimental techniques to be
developed, but also new notions to formulate them. To describe atomic
phenomena new methods that are completely different from those used
to investigate larger objects of our world are required. The new prob-
lem of description of atomic objects is of particular practical importance
since the arising notions could be applied to other fields of knowledge.
Therefore on the ground of the modern physics some questions of the
philosophical character arise. We are going to consider them here.

As has happened several times in the history of physics, the math-
ematical part of the theory together with some formal prescriptions re-
lating theory to experiment was developed much earlier than the corre-
sponding physical notions. The technique of nonrelativistic mechanics
free of internal contradictions was successfully applied to several par-
ticular problems of atomic physics; however, its physical interpretation
remained unclear for some time. The necessity of a suitable interpreta-
tion of the mathematical technique of quantum mechanics arises more
and more sharply.

1 Attempts of Classical Interpretation of the Wave
Function and the Causes of their Inconsistency

The original point of view by de Broglie and Schrédinger tells us that the
quantum mechanical wave function is a kind of field distributed in space
that is similar to the electromagnetic field or other known kinds of fields.
The stationary states of atoms correspond, according to Schrodinger, to
eigenstates of this field. A little later de Broglie put forward a slightly
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different point of view according to which the space distributed field is a
carrier of particles and defines their motion in the classical sense (a wave-
pilot or more exactly a wave-guide). This point of view was discarded by
de Broglie after a while, but he has returned to it 25 years later. Some
works of Bohm are close to this point of view. He tried there to preserve
the notion of a trajectory and to make it compatible with the formulae
of the usual quantum mechanics by means of a “quantum potential”
specially constructed in each particular situation. Some modifications of
the “wave-pilot” point of view are the attempts by Vigier to apply in this
case Einstein’s idea of a particle as a singularity of a field; however, such
attempts are not supported by any convincing mathematical arguments.

Although during the first years of the development of wave mechanics
it was natural to try to interpret it in a classical spirit, it is not longer
possible to say the same about the attempts of de Broglie and his follow-
ers made in recent years. The common feature of all these attempts is
that they are extremely artificial and of no heuristic value: the authors
did not try to solve new problem. On the contrary, the speculations were
adjusted (in an inconvincing way) to the results known from quantum
mechanics. Therefore the criterion of practice is entirely against such a
scientific direction.

What are the features of quantum mechanics that do not allow us
to interpret them in a classical spirit and consider the wave function as
a distributed field similar to the classical one? Discarding for a while
some more deep epistemological arguments one can indicate some formal
reasons contradicting this interpretation. First, in the case of a complex
system consisting of several particles the wave function depends not only
on three coordinates, but on all degrees of freedom of the system. It is
a function of a point of a multidimensional configuration space and not
of a real physical space. Second, in quantum mechanics the canonical
transformations analogous to the Fourier transformation are allowed and
all transformed functions obtained in this way describe the same state
and are equivalent to the original wave function expressed in terms of the
coordinates. And it is not only the absolute value squared of the original
function that has a physical meaning, but the squared absolute values
of the transformed functions as well. Third, the many body problem
(in particular the problem of several identical particles) has in quantum
mechanics some features that do not allow us to reduce this problem
either to the problem of several disjoint particles or to formulate it as
a field problem in the ordinary three-dimensional space. Hence if a
complex system possesses a wave function then it is impossible to assign
wave functions to single particles. Moreover, in the case of identical

© 2004 by Chapman & Hall/CRC



57-1 On the interpretation of quantum ... 541

particles satisfying the Pauli principle there exists a quantum interaction
of a special kind irreducible to a force interaction in the ordinary three-
dimensional space. Another kind of interaction that is also irreducible to
the classical one exists between particles described by symmetric wave
functions. Finally, not only for the case of identical particles but for
a single particle as well the wave function does not always exist and
does not always change according to the Schriodinger equation; under
certain conditions it simply disappears or gets replaced by another one
(the so-called reduction of a wavelet, see §11). It is obvious that such
“momentary change” does not agree with the notion of a field.

The described features of quantum mechanics make in advance in-
consistent all attempts to interpret the wave function in the classical
spirit.

The relation between quantum mechanics and classical mechanics
comes from another direction. It amounts to the correspondence prin-
ciple according to which there exists a limiting case when quantum me-
chanical formulae, which can be compared to the experiment, tend to
the classical ones. In this limiting case the quantities characteristic for
a given mechanical system and having the dimension of action can be
considered too much greater than the “action quantum” h.' The cor-
respondence principle was established by Bohr at the very start of the
development of quantum mechanics and played a significant role in it.

2 Niels Bohr’s Ideas and His Terminology

The true sense of the wave function and other notions of quantum me-
chanics started to be revealed a little in the works by Max Born about
the statistical interpretation of quantum mechanics. The fundamental
role of the notion of probability was clarified, although at the beginning
it was not clear at all the probability of what we were talking about.
The essential role in understanding this question as well as in the whole
interpretation of quantum mechanics was played by the ideas of Niels
Bohr that the quantum mechanical description of an object should be

1For a material particle in a time-independent field one can take me;2 for this
characteristic quantity. Here m is the mass of the particle, v its velocity and w
acceleration. Since we are estimating only the order of magnitude one can replace
v and w by their mean values (in any sense). If we take A for the Planck constant
divided by 27 then the criterion of the applicability of classical mechanics to the
motion of a material point writes down as mv3 > hw (see V. Fock, UZ LGU 3, 5-9,
1937 (in Russian)). (V. Fock)
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compatible with the description of a classical observation (experimental
device).

In his works devoted to the principal questions of quantum mechanics
N. Bohr especially emphasizes the necessity to consider an experiment
entirely and follow the experiment up to the indications of measuring
devices. This idea is correct in the sense that in principle there should
exist a possibility to follow the experiment up to the indications of mea-
suring devices. However, the overestimation of the role of devices gives a
ground to accuse Bohr in underestimation of the necessity of abstraction
and forgetting that it is the properties of the micro object that are under
study rather than indications of the devices. The properties of atomic
objects, such as charge, mass, spin, form of the energy operator and of
the particle interaction law, are, however, absolutely objective and can
be considered abstractly from observation tools. On the other hand, the
properties to be formulated require new quantum mechanical notions.
In particular it concerns the many body problem.

The origin of confusion is also in the terminology used by Bohr. For
example, he speaks about “uncontrollable interaction” although an in-
teraction considered as a physical process is always controllable. Bohr
needs to speak about “uncontrollability” only to hide the discrepancy
arising at using classical notions out of the range of their applicability.
Further, one can point out the interpretation by Bohr of the princi-
ples of “complementarity” and “causality” as controversial notions. If
one understands these principles literally such contraposition is obvi-
ously incorrect. However, under the “complementarity principle” Bohr
understands not only the Heisenberg relations but also all the charac-
teristic differences between classical and quantum mechanics. Under the
“causality principle” Bohr understands causality in the narrow mechan-
ical sense — in the sense of the Laplace-type determinism. Therefore,
in fact Bohr means the incompatibility of quantum mechanics with the
Laplace-type determinism rather than with the causality principle in a
more general sense. And then one can agree with him.

The causality principle in the general sense should be understood as
the statement of the existence of the laws of nature and in particular
those related to the general properties of space and time (finite speed
of action propagation, impossibility to influence the past). Being under-
stood in this way, quantum mechanics not only agrees with the causality
principle but also gives some new content to it and enlarges it to prob-
abilistic laws.

As T have an opportunity to make certain from personal discussions
with Niels Bohr, his position is much closer to the materialistic one than
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it could seem from his papers on the principal question of quantum me-
chanics. First of all Bohr assumes that the nature should be taken as
it is. He definitely expresses his disagreement with the positivistic point
of view and completely agrees with the objective character of atomic
objects. As for the terminology, Bohr is ready to get rid of the term
“uncontrollable interaction” which he considers to be inadequate. Bohr
agrees also that the general causality principle should be distinguished
from the Laplace-type determinism and that only such determinism con-
tradicts the laws of atomic physics.

3 Rejection of New Ideas as a Reaction to Their
Positivistic Interpretation

The novelty of Bohr’s ideas and their hardly understandable description
using the terminology that is not always appropriate led to several mis-
understandings and wrong interpretations of these ideas in the spirit of
positivism. (It is to be mentioned that it is just the positivistic interpre-
tation of these ideas that is usually understood under the notion of the
“Copenhagen school.”) The most extreme positivistic position is taken
by P. Jordan; other more serious physicists such as M. Born, W. Heisen-
berg and others who shared such a point of view for a while now gradually
get rid of it. For example, in one of the latest papers published in a vol-
ume devoted to the 70th birthday of Niels Bohr, W. Heisenberg accepts
objectivity of the notion of the wave function.

The interpretation of Bohr’s ideas in the spirit of positivism carried
out by some of his followers gave rise to the reaction rejecting the new
ideas on behalf of materialism (de Broglie, Bohm, Vigier and others).
The main stimulus of the above-mentioned scientists that forced them
to take a position of rejecting the usual probabilistic interpretation of
quantum mechanics is the false belief that the probabilistic interpretation
means the rejections of the objectivity of the micro world and of its laws,
i.e., the rejection of the main assertion of materialism. According to the
followers of the de Broglie school it is only the classical-type determinism
that is compatible with materialism. For this reason they call their point
of view “materialistic.”

The fact that such understanding of materialism is narrow and there-
fore wrong seems doubtless to us. To force nature to obey just the
deterministic form of laws, rejecting to assume their more general prob-
abilistic form, means to be based on dogmas rather than on properties of
nature itself. Such point of view is philosophically wrong. Therefore one
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should not be surprised by the failures of attempts to interpret quantum
mechanics deterministically — the failures discussed in §1. On the other
hand, repetition of such attempts and interest of nonspecialists in them
because they are undertaken on behalf of materialism make the detailed
analysis of new ideas from the point of view of materialistic philoso-
phy absolutely necessary. Such analysis should doubtlessly lead to the
conclusion that new ideas significantly enlarge the class of notions that
materialistic philosophy deals with and that do not contradict its spirit.

4 Relativity to the Observation Tools

Let us try to demonstrate the main features of quantum mechanics dis-
tinguishing it from the classical one.

Properties of objects manifest themselves only in interaction with
other objects, in particular with observation tools (devices). This is true
in classical as well as in quantum physics. However, in classical physics
it is allowed to neglect the influence of observation tools, or at least
pay much less attention to it than it is possible in quantum physics. It
becomes clear if we mention that the observation tools are always of the
“human” scale, although the scale of objects that the classical physics,
on the one hand, and the quantum physics, on the other hand, deal with
are completely different: classical objects are in general of the same size
as the observation tools though the quantum objects are much smaller.

In classical physics it is assumed that if one uses observation tools
sufficiently carefully they cannot essentially influence the behavior of
the object under study. Even if they do, such an influence can be taken
into account by making some corrections. Therefore one can consider a
classical situation as if the observation tools play no role and speak, for
example, about the state of motion of an object without making reference
to the observation tools and therefore giving an absolute character to the
notion of “the state of motion.” However, an element of relativity remains
in this situation since we need to make a reference to a certain coordinate
frame; from the point of view that we develop here it can be interpreted
as accounting for the motion of observation tools. In quantum mechanics
one needs to take into account not only the motion of observation tools,
but their internal structure in some schematic way as well.

Therefore, classical description should be understood to be the one
that is not relative to observation tools (if we neglect their motion).
The accuracy of such a description is limited by the Heisenberg uncer-
tainty relations. This accuracy is sufficient to describe the mechanical
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properties of relatively large objects, but it becomes insufficient for the
description of micro world objects. Not only accuracy in the quantita-
tive sense but rather formulation of qualitatively new properties of micro
objects requires new methods of description, and first of all it is neces-
sary to introduce a new element of relativity into their description —
the relativity to the observation tools.

It is absolutely clear that relativity is not in contradiction with ob-
jectivity. Already in classical theory such a simple notion as a material
point trajectory being completely objective is relative at the same time
since it is well defined only if a coordinate frame is fixed. Similarly,
in quantum physics the relativity to observation tools makes physical
notions more precise and allows one to introduce new notions without
depriving them of objectivity. Micro world objects are as real and their
properties are as objective as in classical physics.

5 The Notion of a Device

In the previous section we have shown some general consequences of
the simple and fundamental fact that the study of the atomic world is
possible only using some larger objects that serve as observation tools
(devices). Since the notion of a device plays an important role in our
speculations we need to make it more precise. We can call “a device”
such a technical construction that, on the one hand, is able to interact
with the micro object and to react to it and, on the other hand, ad-
mits a classical description with accuracy sufficient for a given purpose
(and therefore does not require further “observation tools”). It is to
be mentioned here that it is absolutely inessential whether the device is
constructed by a human being or it is just a collection of natural con-
ditions manageable for observation of the micro object. The only thing
that is important is that all these conditions as well as the observation
tools should be describable classically themselves.

Having understood the term “device” in this way we are able to
formulate the problem of the quantum-mechanical description as follows.

All properties of a micro object including just the quantum ones,
i.e., such that the classical mechanics is insufficient to describe, should
be characterized by the ability to influence a device admitting a classical
description.
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6 The Essence of the Wave—Particle Dualism

To manifest different properties of a micro object different external con-
ditions are required. It may turn out that different kinds of external
conditions are incompatible with each other. Consider, for example, the
diffraction of electrons on a crystal. The regular pattern of the diffusing
centers is necessary to obtain a clear diffraction pattern and therefore
to manifest the wave properties of the electron. But just the same regu-
larity is an obstacle to the exact space localization of the electron under
diffraction: without disturbing the regularity of the centers it is impos-
sible to find which particular one has scattered the electron. In the
literature and in particular in the papers by N. Bohr and W. Heisenberg
many other examples are discussed that can be considered as examples
of incompatibility of external conditions necessary to manifest the cor-
puscular and the wave properties of the electron, respectively.

There exist conditions under which both corpuscular and wave prop-
erties of the electron manifest themselves, but in this case these proper-
ties are not very definite and sharp. For example, an electron bound in
an atom has a wave function that is of the type of a stationary wave with
the amplitude rapidly decreasing with the distance from the center of
the atom. It just means that the electron is almost localized (the corpus-
cular property), but on the other hand it manifests the wave properties
as well.

Therefore atomic objects under certain conditions manifest their
wave properties and under other conditions the corpuscular ones; the
conditions when both kinds of properties are manifest, however not
sharply, are also possible. One can say that for an atomic object there
exists a potential possibility to manifest itself either as a wave or as a
particle or in an intermediate way depending on external conditions. It
is just this potential possibility of manifesting different properties that
is the content of the wave—particle dualism. Any other more literal un-
derstanding of this dualism as any model is wrong. In particular the
model of a particle carried by a wave or a particle as a singularity of a
field proposed by de Broglie and his followers is absolutely inadequate
as was already shown in §1.

Moreover it is necessary to remember that the features of quantum
mechanics (even of the nonrelativistic one) are not exhausted by the
wave—particle dualism. Such electron properties as the spin or the quan-
tum statistics (the Pauli principle) are not reducible to such a dualism;
nevertheless they can be formulated in terms of quantum mechanics. The
fundamental character of these properties follows even from the fact that
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they define the structure of electronic shells of atoms and therefore their
optical and chemical properties.

The technique of quantum mechanics describing series of fundamental
properties of atomic objects correctly finds a consistent interpretation
only on the basis of the extended problem of the description of micro
objects — just the one where their behavior is considered together with
their interaction with observation tools.

7 Probabilistic Description of the Interaction
between an Object and a Device

Speaking about the interaction between a micro object and a device we
should distinguish between two sides of the story: on the one hand the
interaction considered as a physical process and on the other hand the
interaction as a connection between the quantum-mechanically describ-
able part of the system (the micro object) and the part that can be
described classically. In the former case the term “interaction” is used
in a more direct way though in the latter case in a more conditional one.
We are interested here mainly in the second aspect of the story since the
very notion of a quantum-mechanical description should be based on the
analysis of the interaction in the second sense.

What are the features of the interaction between a quantum object
and a classical device?

To answer this question one should recall that both the external con-
ditions of the object and the result of its interaction with the device
should be described in the language of classical physics. From these
classical data one should make a conclusion about the quantum charac-
teristics of an atomic object.

Even if an atomic object is under given external conditions the result
of its interaction with a device is not unambiguous. This result can
not be certainly predicted from earlier observations independently of
their precision level. It is only the probability of a given result that
is well defined. The maximally complete result of a measurement is a
probability distribution of the measured quantity rather than an exact
value of it.

Of course it may happen that the probability of one particular value
of the measured quantity (or of a narrow interval of values) is so much
exceeding the probability of the other values that practically it is possible
to assign a definite value to this quantity. In this case a precise or an
almost precise prediction of the experiment results is possible. However,
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this situation is an exception or rather a particular case. The typical
case taking place in quantum mechanics is the generic case giving just a
probability distribution as a result of a measurement.

The fact that a higher precision of earlier measurements does not lead
to an unambiguous prediction of the measurement result is of principal
importance. This fact should be considered as an expression of the law
of nature related to the properties of atomic objects and in particular to
the wave-corpuscular dualism. Admitting this fact means the rejection of
classical determinism and requires a new form of the causality principle.

Expression of the results of a series of measurements as a probability
distribution is known for classical physics as well. But there the proba-
bilities were considered as a kind of a “strange element,” as a result of
ignoring some unknown factors and averaging over unknown data. In
classical physics a principal possibility to sort the objects under mea-
surement beforehand in order to obtain a single value instead of the
probability distribution was always assumed. Conversely, in quantum
physics such sorting of atomic objects is not possible since these proper-
ties are such that measured quantities may have no definite values under
certain conditions. In quantum physics the notion of the probability is
the primary notion. It plays the fundamental role there and is closely
related to the quantum mechanical notion of the state of an object.

8 Probabilistic Characteristic of the State of
an Object

To study the properties of an atomic object the most important is to
consider experiments allowing one to distinguish between three stages:
preparing of an object, object’s behavior under certain external condi-
tions and just the measurement. According to that, one should empha-
size three parts of the measuring device: the preparing part, the working
part and the registering part. For example, for the electron diffraction
on a crystal the preparing part is the source of a monochromatic elec-
tronic beam as well as diaphragms and other tools located before the
crystal. The working part is just the crystal and the registering part is
the photographic plate or an electronic counter.

Once this distinction has been made one can vary the last stage (the
measurement) keeping the first two unchanged. This example is the
most convenient to follow the physical interpretation of the quantum
mechanical technique.

Varying the last stage of the experiment one can measure different
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quantities (e.g., energy of the particles, their velocities, their positions
in space etc.) starting from a given initial state of the object. To each
quantity there corresponds a series of measurements having a probability
measure as a result.

All these measurement results can be described parametrically via
a single wave function that does not depend on the final stage of the
experiment and therefore is an objective characteristic of the object’s
state just before the final stage.

The state of an object described by the wave function is objective
in the sense that it represents an objective (independent the observer)
characteristic of the possibilities of one or another result of interaction
between the object and the device. In the same sense it is related to a
single object. But this objective state is not yet real in the sense that
these possibilities for a given object have not been realized yet. The tran-
sition from something potentially possible to something real and actual
happens at the last stage of the experiment. For the statistical char-
acteristic of this transition, i.e., to obtain the probability distribution
experimentally, a series of measurements is required and the probability
distribution is a result of statistics applied to this series. This experimen-
tal probability distribution may be then compared with the theoretical
one obtained from the wave function.

It is to be mentioned that although the result of the final stage of
an experiment can be formulated classically, one can derive values of
specifically quantum quantities out of it, such as the spin of a particle,
the energy level of an atomic system etc. Therefore by statistically pro-
cessing the experiment results one can obtain probability distributions
for both quantities with classical analogues and specifically quantum
quantities.

9 The Notions of Potentially Possible and Actual
in Classical Physics

In classical deterministic physics the question of the transition between
something potentially possible to something actual does not arise at all
since the unambiguous predetermination of the sequence of events is
postulated there. According to it anything possible becomes actual and
it is not necessary to distinguish between these notions. The practical
impossibility of predicting events is related only to the incompleteness
of the initial data.

Such a deterministic point of view is not unavoidable logically but is
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rather a consequence of historical conditions and mainly of successes of
celestial mechanics in the 18th and 19th centuries. The high accuracy
of predictions of the motion of celestial objects generated a belief in
mechanistic determinism (the Laplace determinism). As a result of this
belief the deterministic point of view had spread over the whole physics
(with thermodynamics perhaps being the only exception) and started to
pretend to be the only scientific one. The success of the electromagnetic
theory of light that put forward the notion of a field as a new physical
reality has shown narrow sides of the mechanistic point of view, but,
still, did not destroy the belief in determinism.

However everyday experience when one needs to distinguish between
a possibility and its realization was against such determinism; but this
experience was being rejected as a “nonscientific” one. Thermodynamics
remained in the domain of “unsafe” physics from the point of view of
determinism since one did not manage to make it agree with the latter.
But the real crush of determinism took place with the development of
quantum mechanics starting from the paper by A. Einstein on radia-
tion theory (1916), where he first introduced a priori probabilities into
physics.2 The correct interpretation of the quantum-mechanical prop-
erties of atomic objects absolutely excludes the deterministic point of
view. Quantum mechanics restores the rights of the difference between
the potential possibility and the realization dictated by everyday life.

10 Probability and Statistics in Quantum Mechanics

The probabilistic character of quantum mechanics is doubtless, although
almost nobody tries to object. However, the questions of what the prob-
abilities correspond to, what statistical ensemble are they related to and
whether quantum mechanics is a theory of single atomic objects or a
theory of collections of such objects continue to be discussed, although
at present they can be answered unambiguously.

During the first years of the development of quantum mechanics and
the first attempts of its statistical interpretation physicists had not yet
gotten rid of the interpretation of the electron as a classical material
point. One would speak about an electron as if it were a particle with

21t is amazing that Einstein, who has done so much for the theory of quanta at
the first stage of its development and introduced into physics a priori probabilities
for the first time, later became an adversary of quantum mechanics and a supporter
of determinism; he said several times half seriously that he could not believe that
God plays dices (daB der liebe Gott wiirfelt). (V. Fock)
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definite but unknown values of the coordinates and velocity. The Heisen-
berg relations were interpreted as inaccuracy relations rather than un-
certainty relations. The absolute value squared of the wave function was
interpreted as a probability density of a particle to have given coordi-
nates (as if the coordinates were always defined). The absolute value
squared of the wave function in the momentum space was interpreted
analogously. Both probabilities (in the coordinate space and in the mo-
mentum space) were considered simultaneously as if the values of co-
ordinates and momenta were compatible. The actual impossibility to
measure them together expressed by the Heisenberg relations was in-
terpreted under this consideration as a kind of paradox or a caprice of
nature as if not everything existing is understandable.

All these difficulties drop out if we adopt completely the wave-corpus-
cular nature of the electron, clarify the essence of this duality and un-
derstand what the probabilities considered in quantum mechanics cor-
respond to. In order not to repeat what has been clarified above, recall
that the probabilities for different quantities obtained from the wave
function correspond to different experiments and that they characterize
not the behavior of a particle “itself,” but rather its influence on a device
of a given kind.

The question of what statistical ensemble corresponds to the proba-
bilities was also a subject of discussion. It was L.I. Mandel’shtam (Col-
lected Papers, vol. 5, p. 356) who was the first to pose this question.
However he gave a wrong answer. Mandel’shtam is speaking about “mi-
cromechanical ensemble which the wave function belongs to” and calls it
also “an electronic ensemble,” underlying in this way that he considers
a collection of suitably prepared micro objects. These starting points of
Mandel’shtam contain some mistakes that are related to an insufficiently
exact definition of the statistical ensemble. Let us correct them and give
a more exact definition of the ensemble.

Imagine an infinite series of elements possessing the properties that
can be used to sort these elements and observe a frequency of an element
with a given property. If there exists a probability for an element to have
a given property,® then the considered series of elements is a statistical
ensemble.

What statistical ensemble can be considered in quantum mechanics?

3Existence of a definite probability is a hypothesis that can be introduced either
a priori (for instance, from symmetry considerations) or starting from the permanence
of the external conditions under which the physical realization of a given series of
elements takes place. The hypothesis of the existence of probability is equivalent to
the hypothesis that a given series of elements is a statistical ensemble. (V. Fock)
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It is obvious that it should be an ensemble of elements that can be
described classically since only to such elements one can assign definite
values of sorting parameters. For this reason, a quantum object cannot
be an element of an ensemble even if it is under such conditions that
one can assign a wave function to it. Therefore it is impossible to speak
about the “micromechanical” and “electronic” ensemble in the sense of
Mandel’shtam.

The elements of statistical ensembles considered in quantum mechan-
ics are not micro objects, but rather the results of experiments on them.
A given experiment corresponds to a definite ensemble. Since the proba-
bility distributions for different quantities obtained from the wave func-
tion correspond to different experiments, they correspond to different
ensembles as well. Therefore the wave function does not correspond to
any statistical ensemble.

All the above can be illustrated by the following diagram:

E P x

Y1
()
Y3

Each cell of this diagram corresponds to a definite statistical ensemble
with its own probability distribution. Each line contains ensembles ob-
tained by measuring different quantities E,p,z of a given initial state.
Each column contains ensembles obtained by measuring a given quantity
for different states 11,9, %3 ... .

A deeper reason for the impossibility to put a statistical ensemble
into correspondence to a wave function is that the notion of a wave func-
tion corresponds to a potential possibility (to the experiments that have
not yet been performed), although the notion of a statistical ensemble
corresponds to the already performed experiments.

Attempts to reduce a wave function to a collection of micro objects
were made by several authors. There was an opinion that the whole
quantum mechanics is a theory of such collections of micro objects (en-
sembles), and the theory of single, individual objects is ostensibly nonex-
istent. This opinion was based on a misunderstanding of what the prob-
ability is. The probability of one or another behavior of an object under
given external conditions is determined by the internal properties of a
given individual object and given conditions; it is a numerical estima-

© 2004 by Chapman & Hall/CRC



57-1 On the interpretation of quantum ... 553

tion of the potential possibility of one or another behavior of an object.
This probability expresses itself in the relative number of realized cases
of the given behavior of an object; this number is its measure. Therefore
the probability corresponds to a single object and characterizes its po-
tential possibilities; on the other hand, to determine its numerical value
experimentally, one needs to have statistics of realizations of such possi-
bilities, i.e., several repetitions of the experiment. It is obvious from the
above that the probabilistic character of the theory does not exclude its
correspondence to a single object. It is also true for quantum mechanics.

11 Forms of Expression of the Causality Principle in
Quantum Mechanics

The quantum-mechanical notion of a state allows us to formulate the
causality principle in the form applicable to atomic phenomena. Ac-
cording to quantum mechanics the wave function of an atomic system
satisfies the wave equation that determines it unambiguously from its ini-
tial value (the Schrodinger equation). Therefore the law of probability
change expressible via the wave function is determined. The wave equa-
tion allows us to solve nonstationary problems of quantum mechanics
corresponding to experiments with stages separated in time. A typical
example of such a problem is given by the problem of decay of an almost
stationary state of an atomic system, in particular by the problem of
ionization of an atom by an electric field. In principle, the problem of
radioactive decay of an atom belongs to this class of problems as well.

In modern physics the causality principle is related not only to the
impossibility of influencing the past, but also to the existence of the lim-
iting speed of action propagation, which is equal to the speed of light
in free space. Both these requirements are satisfied in quantum me-
chanics, although the nonrelativistic form of it (the Schrédinger theory)
accounts for the limiting speed only in an indirect way — in a form of an
additional requirement that all the considered velocities were much less
than the limiting one. However, in all the relativistic generalizations of
quantum mechanics the existence of the limiting speed is accounted for
automatically. The relations implied by the causality principle and, in
particular, the relations for the scattering amplitudes play an important
role in quantum field theory.

In connection with the limiting speed of action propagation one
should consider the question about the so-called “wavelet reduction.”
Under this, one understands the following. If one assumes that a final
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stage of one experiment is at the same time the initial stage of another
one, then the wave function that gave the probability distribution of the
results of the first experiment should be replaced by another one corre-
sponding to the actual obtained result. Such a replacement happens at
once; the change of the wave function does not satisfy the Schrodinger
equation. It might look like (and this question has been in fact debated)
that the sudden change of the wave function contradicts the finiteness
of the speed of action propagation. However, it is easy to see that in
this situation we are dealing not with the propagation of an action, but
rather with a change of the question of probabilities. In the experiment,
only one of the possible results prescribed by the wave function was re-
alized. The change of the question of probabilities consists of accounting
for the realized result, i.e., accounting for the new data. But to the new
data a new wave function corresponds.

These speculations show how important it is to interpret the quan-
tum mechanics to distinguish between something potentially possible
and something actually realized. They also show in a completely trans-
parent way that the wave function is not a real field and that its sudden
change is not a physical process like a change of a field. A physical pro-
cess is in fact related to an experiment but it influences the wave func-
tion indirectly by means of the requirement to reformulate the problem
of probabilities.

Quantum mechanical understanding of causality drastically differs
from the classical one, although the former is a natural generalization of
the latter. The classical (Laplacian) determinism that we were speaking
about in §9 can be defined as a point of view according to which the elab-
oration of observation methods, together with making the formulation
of the laws of nature and their mathematical treatment more precisely,
can in principle allow us to predict unambiguously the whole sequence of
events. The study of the atomic world shows that the classical determin-
ism not only disagrees with the laws of nature, but even does not allow
us to formulate them with sufficient accuracy. This agreement takes
place even in the case of the simplest elementary processes (quantum
transitions). It means that the problem lies not in the complexity of an
event, but rather in the unsuitability of the old ways of description. As
we have already seen, the essential features of the new methods consist
of the probabilistic character of the description according to which one
should distinguish between something potentially possible and something
realized, accounting for the relativity with respect to observation tools
and, finally, in the new understanding of the causality principle accord-
ing to which this principle corresponds directly only to probabilities, i.e.,
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to something potentially possible rather than to actually realized events.

12 Philosophical Questions Put Forward
by Quantum Mechanics

The development of new ideas put forward by the development of quan-
tum physics requires the consideration of some philosophical questions
and in particular the questions related to the analysis of the process
of study. Such questions arise in connection with the above-mentioned
impossibility to abstract oneself from observation tools when studying
atomic objects. They are related also to the necessity to consider the
probability as a fundamental notion and distinguish between something
potentially possible and actually happening, which in turn is related to
the formulation of the causality principle. Here one cannot restrict one-
self to studies of classical heritage and collections of classic quotations,
but rather one needs to approach these questions of human knowledge
creatively. One should creatively develop dialectic materialism. On the
other hand, one should remember that the ideas of atomic physics are
radically new and it is impossible to get rid of them trying to reduce the
story to the ideas that the quotations of the classics are ready for.

It is also incorrect to refer to the fact that the ideas of quantum me-
chanics are not the last words of science and that a satisfactory quantum
field theory has not yet been constructed. Each theory, and quantum
mechanics in particular, is only a relative truth; however, this is not the
reason to reject its ideas and notions.

The physical notions will doubtlessly develop; however, it is clear
even now that this development will proceed farther from the classical
patterns rather than toward them. In particular the hopes for a return
to a certain kind of classical determinism expressed by some followers
of the de Broglie school have no grounds. He who tries on behalf of
materialism to reject new ideas and to restore old ones gives a bad service
to materialism.

A philosophical generalization of new ideas originally coming from
atomic physics could be helpful for the development of other branches
of science where the questions analogous to the ones already solved in
quantum mechanics may arise.

The resolution of contradictions achieved in quantum mechanics be-
tween the wave and corpuscular nature of the electron, between the
probability and causality, between the quantum description of an atomic
object and the classical description of a device and finally between the
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properties of an individual object and the statistical behavior gives a
series of brilliant examples of the application of dialectics to questions
of natural science. This remains true independent of whether the di-
alectic method has been applied consciously or not. The achievement
of quantum mechanics should become a strong stimulus to the develop-
ment of dialectic materialism. Inclusion of new ideas to its treasury is
the primary task of materialistic philosophy.

Translated by V.V. Fock
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On the Canonical Transformation in
Classical and Quantum Mechanics!

V. Fock
(Received 3. I1. 1969)

UZ LGU 186, 67, 1959,
Acta Phys. Acad. Sci. Hungaricae, 27, 219, 1969
(Author’s English version)

In his famous book on the principles of quantum mechanics Dirac? for-
mulates (in §26) the following proposition: “... for a quantum dynami-
cal system that has a classical analogue, unitary transformations in the
quantum theory are the analogue of contact transformations in the clas-
sical theory.” No detailed description of this analogy is, however, given
in Dirac’s book. In the following we intend to investigate this analogy
in more detail.

Let ¢1,q2,-.-qn; p1,D2,---Pn be the original coordinates and mo-
menta and Q1,Qa,...Qn; Pi, Ps,...P, the transformed coordinates
and momenta of a dynamical system with n degrees of freedom. We
consider the case when the transformation function S depends on the
old and new coordinates:

S:S(qlaq%"'qn;QlaQQ,"'Qn)' (1)

The contact transformation is defined by the relation between the dif-
ferentials

Zprd%" - Z P.dQ, (2)
r=1 r=1

from which it follows

N oS
= ; P.=- . (3)
3qr aQr
The expressions for the quantities ¢, p in terms of @), P and the inverse
expressions are obtained by solving eqgs. (3). The solution is always

Pr

IDedicated to Prof. P. Gombés on his 60th birthday.
2P.A.M. Dirac. Quantum Mechanics, 4th ed., London and New York, 1958.
This paper was included in subsequent Russian editions of the Dirac book. (Editors)
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possible, since the determinant
%8
96,0Q

is assumed to be different from zero.

The contact transformation thus defined corresponds in quantum me-
chanics to a unitary transformation from the representation in which the
quantities q are “diagonal” to the representation in which the quantities
Q are “diagonal.”?

This unitary transformation has the following form. Let 1g(q) be a
complete set of simultaneous eigenfunctions of the operators @Q1,...Q,
expressed in the variables ¢1,...¢q, . Let F' be the operator undergoing
the transformation. Then the kernel (or the matrix) of the transformed
operator will have the form

D = Det £0 (4)

@I1F1Q) = [T (@Fvo(ds )
where dq denotes the product of the differentials
dg=dq ...dq,. (6)
In Dirac’s notation
va(q) = (d@) (7)

and formula (5) takes the form
@I1F1@) = [(Q10F(alQ)ds )

The eigenfunction 1q(q) can be considered as the kernel (g|U]Q) of a
unitary operator U = U~! and formula (8) can be written as

F*=UFU " (8%)

In the case F' = 1, formula (5) reduces to the orthogonality condition,
and the kernel of the unit operator expressed in variables () must appear
on its left-hand side, i.e., the expression

(QQ) = 60(Q = Q") =6(Q1 — @1) ... 6(Qn — @), (9)

where ¢ is the Dirac delta function.

3The set of variables q1,... gn will often be denoted by a single letter ¢; a similar
meaning will be assigned to the symbol @ and also to p and P. (V. Fock)
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In semi-classical approximation we may take as ¥¢(¢) the quantity

925 |
valo) = aagl" "

We have put for brevity
%S . %S
990Q T 9¢,0Q5

and the absolute value of the determinant stands under the square-root
in (10). The constant ¢ equals

(11)

c= (2rh) 2. (12)

Let us verify that the semi-classical functions (10) approximately satisfy
the orthogonality relations. Inserting expressions (10) in the integral
and taking F' = 1, we obtain under the integral sign a rapidly varying
exponential factor exp [() (S — S’)], where S’ is the value of S with Q
replaced by @’. This factor ceases to be rapidly varying only if Q' is
near (Q; this is the condition that the integral should noticeably differ
from zero. Consequently, the difference S — S’ in the exponent may be
replaced by the expression

S—8 = —Z(Q#Qr)%s (13)
r=1 T
or n
S_S/:_Z(Q;‘_QT)PTW (14)
r=1

where P, has the value (3). Formula (14) may be briefly written as
S—5'=(Q -QP (15)

In all factors of the exponential we may put Q' = Q. Then we have
_ i %S

, do= 2 [ er@-@P
/% (@)¥q(q)dg = c /eh 9004

Now, if P, has the value (3), the determinant under the integral sign in
(16) is the Jacobian for the transformation from P to ¢, so that

0%S
dQ0q

‘dq. (16)

‘dq —dP,...dP, = dP. (17)
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Thus, formula (16) may be written as

/ Do (@)a(a)dg = / eH(@ QP yp (18)

But the remaining integral (multiplied by ¢?) is simply the product (9)
of the delta functions. We finally obtain

/ Do ()b ()dg = 66(Q — Q') (19)

and the orthogonality condition (as well as the normalization condition)
is thus satisfied.
We now consider the matrix for an arbitrary operator F' expressed
in terms of ¢, and of p, = —ihd/dq,.
Let 5
F=F(q,p)=F|q —ith— ). 20
(4,p) (q i 8q> (20)
When applied to the exponential function exp (%S), the operator F'
yields approximately this function multiplied by F(q,dS/9q). Thus

O\ (i ; as
F g —ih=)e#¥ = e(ﬁS)F( ) : 21
(q 311) © g 2D

A similar relation holds if we replace the exponential in (21) by the

function g (¢) which is approximately equal to (10). Accordingly, we

may mean by F in formula (5) not the differential operator on the left-

hand side of (21), but the function on the right-hand side of this equation.

Putting, as before, Q' = @ in all factors of the exponential, we obtain
%S

1) * _ 2 8£ %(S—S,)
@I = [ £ (a5 ) et T

As in formula (18), we take in (22) the quantities P as integration vari-
ables. Transforming to the said variables the function F', we shall have

F(q,p) = F(q¢(Q,P),  p(Q,P))=F"(Q,P), (23)

’dq. (22)

where p and P are the classical expressions (3). Using the approximate
expression (15) for the quantity in the exponent, we may write

@IF1Q) =& [ (@ P)eh@ - DTap, (24)
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To evaluate this integral we note that the multiplication of the exponen-
tial in the integrand by P is equivalent to the application of the operator
—ihd/0Q’. We also use our previous statement (which led us to (16))
that in the factors of the exponential we may put Q' = Q. We may then
write

/F*(Q,P)e%(Q"Q)Psz /F (Q’,—ihai@)e%(Q/_Q)PdP. (25)

Taking the operator F* out of the integral sign and using (18) and (19),
we obtain

QIFIQ) = F* (=it ) (@~ @), (26)
and interchanging Q" and Q,
QIFIQ) = 1 (Qu-ing ) (@ - Q) (26)

Now, the result of applying the operator F* to a given function ¥(Q)
is, by definition,

Fru(Q) = / (QIF*|Q)¥(Q)dq". (27)

Using (26*) we obtain

0
oqQ’

This equation gives (apart from terms depending on the order of factors
in F*(Q, P)) the form of the transformed operator as applied to the
function ¥(Q).

Our calculations can be summarized as follows. The approximate
equation (21) has been used twice. First, we made a transition from
the operator F'(q,—ithd/0q) to the function F(gq,p); this function was
expressed by means of classical formulae in terms of new canonical vari-
ables @, P. Second, we made the inverse transition from the resulting
function F' = F*(Q, P) to the operator F*(Q, —ifid/IQ). This transition
presented itself naturally when we applied the method of differentiation
with respect to a parameter to the calculation of the integral for the ma-
trix element of the operator considered. The results of our calculations
can be stated as follows. Let the operator

Q) = F* (QC —ih ) ¥(Q). (28)

0

F = F(q,p); = —ih— 2
(@:p); p e (29)
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first expressed in variables ¢, then be transformed, by means of a uni-
tary transformation, to new variables Q. When expressed like (29), the
resulting operator F* will have the form

F* = F*(Q, P); P= m@Q' (30)
Suppose that the unitary transformation is performed by means of eigen-
functions having in classical approximation the form (10) (so that their
phase is +5(¢,Q)). Then the form of F* can be obtained from that of F
(if one disregards the order of the factors) by means of a purely algebraic
transformation expressed by the formulae

F(g,p) = F*(Q, P), (31)
08 08
p= 87q; P = —@» (32)

where S is the function involved in the phase of the unitary transfor-
mation. These formulae represent a contact transformation of classical
mechanics.

We see that one can speak not only of an analogy between unitary and
contact transformations, but also of an approximate equality between the
corresponding quantum mechanical and classical expressions.

Typeset by 1. V. Komarov
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